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EXECUTIVE SUMMARY

We can observe work intensification; 
hyper-individualisation and individual 
responsibilisation; increased competition 
and decreased possibilities for solidarity; 
and in some functions, diminishing 
autonomy and professional discretion. 
Moreover, algorithmic governance and the 
use of data-driven analytics fundamentally 
reshape not only how workers are known to 
employers, and hence, managed, but also 
how they see themselves and their work.

This report, focusing on the intersection of 
algorithmic governance and co-determination in 
Norway in the financial and news media industries, 
interrogates the possibilities and limitations of 
the Norwegian (micro)model vis-à-vis new data-
driven technologies and their impacts on workers. 
Zooming in on highly skilled white-collar workers 
in a standard employment relationship in heavily 
digitised workplaces, we offer a unique view of the 
perceptions of these white-collar workers and trade 
union representatives, as well as of the effects of 
algorithmic governance and co-determination in 
practice. Both the finance industry and the news 
media industry are heavily digitised, with extensive 
use of data-driven performance management tools 
and data analytics. Trust in these digital technologies 
and management is high, and while initially some of 
these technologies were challenged, we can now 
observe a more unreflective attitude, as their use has 
become second nature to many workers. At the same 
time, we can observe work intensification; hyper-
individualisation and individual responsibilisation; 
increased competition and decreased possibilities 
for solidarity; and in some functions, diminishing 
autonomy and professional discretion. Moreover, 
algorithmic governance and the use of data-
driven analytics fundamentally reshape not only 
how workers are known to employers, and hence, 
managed, but also how they see themselves and 
their work. This has, such as in the case of the 

news media industry, profound societal effects, as 
journalists’ work becomes driven by profit-oriented 
metrics, often at the expense of their social mission. 
Our findings show that the complexity, multitude, 
integration and interoperability of digital solutions 
used in the workplace make it extremely difficult 
for trade union representatives to assess the types 
of workers’ data collected, their use and impacts. 
Trade union representatives lack knowledge of 
which systems are in place and how they are used 
by management. The reliance on a multitude of 
systems delivered by Big Tech companies with 
third-party and software as a service (SaaS) provider 
integration makes it difficult to assign responsibility, 
as workers are simultaneously managed by both 
algorithmic systems and human managers. 
Managers, too, often have little or no impact on the 
design features of these technologies. 

The digital revolution has increased the 
informational and power asymmetry 
between the employer and workers, in 
favour of the employer. The data-driven 
“knowledge” of the entire organisation 
claimed by the employer can be weaponized 
to delegitimise qualitative knowledge of 
the workers and their representatives.

We show that the digital revolution has increased the 
informational and power asymmetry between the 
employer and workers, in favour of the employer. The 
data-driven “knowledge” of the entire organisation 
claimed by the employer can be weaponized to 
delegitimise qualitative knowledge of the workers 
and their representatives. We argue that more 
attention needs to be paid to epistemic power, 
injustice, rights and competencies. Another obstacle 
to effectively exerting influence on how data-driven 
management technologies and insights are used 
is that these technologies are still predominantly 
viewed as products and tools – not as drivers of 
organisational reform and change impacting the 
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content, form, intensity and control of work, that 
is, as something workers should have a say in. As 
such, the impacts of algorithmic governance on 
workers are not among the top priorities of local 
trade union representatives, who spend most time 
on traditional matters, such as salary, working time, 
layoffs or conflicts with management. The Finance 
Sector Union of Norway (Finansforbundet) positively 
distinguishes itself in this respect and may serve 
as inspiration to others: company-level agreements 
on performance management, metrics and data 
use are standard practice and an important tool for 
local trade union representatives in preventing the 
use of workers’ data, metrics and statistics deemed 
unacceptable. This has also enabled a more 
reflective approach to technology, data collection 
and their impacts, but enforcement can, at times, 
prove difficult. Simultaneously, certain emerging 
areas, such as (cyber)security, fall outside of the 
scope of these agreements and co-determination, 
despite relying on invasive data collection and 
despite the high likelihood that the securitisation 
of workplaces we are currently witnessing will have 
profound consequences for workers. 

We point to the need for strong trade 
union and national regulation, institutional 
power, strengthening of the Norwegian 
micromodel, training, and competence 
building for trade union representatives (in 
particular, building epistemic competence 
and critical approaches to data, regulatory 
developments, and the changing security 
and threat landscape and their impacts on 
workers.

Overall, we point to the need for strong trade 
union and national regulation, institutional power, 
strengthening of the Norwegian micromodel, 
training, and competence building for trade union 
representatives (in particular, building epistemic 
competence and critical approaches to data, 
regulatory developments, and the changing security 
and threat landscape and their impacts on workers). 



1. ALGORITHMIC 
GOVERNANCE: 
CHALLENGING THE 
DATA GAZE AND ITS 
EPISTEMIC POWER
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1. ALGORITHMIC GOVERNANCE: 
CHALLENGING THE DATA GAZE AND 
ITS EPISTEMIC POWER

During HR Tech 2024, a conference organised 
by HR Norway,1 an interest organisation for 
those concerned with human resources (HR), 
management, organisation and working life, the 
coming artificial intelligence (AI) powered era of 
ever-deeper flexibilisation was announced: a future 
of complexity, intensity, uncertainty and speed; a 
transition to the boundaryless era of automation 
and disruption, where hierarchies will be replaced 
with “flexible teams”, compliance and rules by 
“culture”, jobs by “work”, salaries by “rewards”, profit 
by “philanthropy”, hiring by “adding” and contracts 
by “compendiums”. Ultimately, this automation era 
would lead to a “regenerative age” – if we were to 
use the words of the HR thinker Perry Timms from 
PTHR, who presented this somewhat fuzzy vision 
at the conference – an arena uniquely revealing 
of the current managerial and HR discourse on 
tech in Norwegian businesses. In this new era, HR 
and management are envisioned to smoothly and 
precisely, in such a boundaryless manner, permeate 
the whole organisation – there is nothing that is not 
relevant to the gaze of management and HR – or for 
that matter compliance or security. The reason for 
this is simple – there is, increasingly, nothing that 
escapes the “data gaze”.2 This data gaze speaks 
to the valorisation of data-driven knowledge that 
has become hegemonic and to the power of those 
intermediaries who deliver this knowledge – the tech, 
data analytics and “social quantification industry”.3 

Algorithmic  management relies  on  particular 
ways of knowing and conceptualising the 
social world, organisations and workers. This 
way of knowing – through data – is embedded 
into the various algorithmic management 
systems – which makes it uniquely difficult 
to question and challenge.

Therefore, to understand what algorithmic 
management means for workers and how it 
transforms work, its organisation and management, 
as well as reconceptualises workers, we need to 
recognise that algorithmic management relies on 
particular ways of knowing and conceptualising 
the social world, organisations and workers. This 
way of knowing – through data – is embedded 
into the various algorithmic management systems 
– which makes it uniquely difficult to question 
and challenge. Algorithmic management relies on 
the ever-increasing volume, variety and velocity of 
data, promising to uncover new correlations and 
generate unique data-driven insights, which are 
sold as being superior to the human gaze. Alas, 
as many researchers have shown, and as we have 
summarised in our previous policy study, this data 
gaze has a range of negative consequences for 
workers and the quality of working lives, as well as 
society at large.4 At the most fundamental level, this 
data gaze, unless mitigated and actively challenged 
(here, trade unions are crucial), turns workers into 
abstractions, reducing them to numbers generated 
by opaque algorithmic systems:

“An individual employee becomes 
a score on a manager’s dashboard, 
an upward or downward trajectory, a 
traceable history of tasks performed, 
or a log file on a company’s server—
stored in digital form and processed 
in ways that workers do not control 
and of which they may not even be 
aware.” 5
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Since security often trumps privacy 
protections and other rights, it also 
allows for the extraction of sensitive 
data. We anticipate that the intersection 
of cybersecurity, HR and algorithmic 
management will only become more 
pronounced in the future and should 
therefore be placed on the agenda of trade 
unions. 

The boundarylessness or seamlessness of data-
driven organisations, or at least the desire to achieve 
it, springs from this quest for data-driven ways of 
knowing. This, in turn, results in the hybridisation 
of functions, roles and diffusion of responsibility 
across the organisation. This hybridisation 
therefore emerges from the imperatives of 
knowing employees, knowing suppliers, knowing 
clients, knowing customers, and knowing readers 
and publics – for management, compliance, due 
diligence, governance and security purposes, as 
much as for sales and profit. The ways of knowing 
employees, customers, clients, suppliers and 
others have radically changed with the rise of big 
data and predictive analytics; therefore, we are not 
merely dealing with “Taylorism on steroids”.6 These 
technologies not only represent “a qualitative leap 
in the domination and subordination of workers”,7 
but also entrench quantitative and data-driven 
epistemologies, increasingly “black-boxed” for 
humans and processable only by machines,8 as 
superior to any human qualitative ways of knowing 
(in the context of work, e.g., professional discretion 
and judgement, managerial competence, ethics). 
We can see this in finance: whereas before financial 
advisors would have locally anchored and personal 
relationships with clients, for the majority of the 
population, with the exception of wealthy clients, 
this is largely no longer the case. Instead, as our 
informants repeatedly emphasised, now the client 
is “known” through their algorithmically calculated 
credit rating and through data-driven know-your-
customer (KYC) processes, which reduce the 
client to a series of numbers on a dashboard, while 
limiting the discretion of the financial advisor (if 
not fully automated or simply reduced to a “human-
in-the-loop”).9 Similarly, employees at financial 
institutions are now subject to know-your-employee 

(KYE) processes and background checks, often 
implemented in the name of compliance and security 
– such as for the detection, but also increasingly 
pre-emption, of fraud, money laundering, intellectual 
property (IP) theft, harassment, corruption and other 
occupational white-collar crimes.10 And we can see 
in the media and journalism, and the ways in which 
both journalists come to “know their readers” and 
in the ways in which journalists are “known” to 
management through data-driven statistics and 
analytics of their work, in turn, this also translates 
into how journalists are known to know – through 
metrics that visualise whether they know how to 
know. In parallel to this, we have seen the rise in 
popularity of data-driven journalism, relying on 
large datasets and large teams of journalists – the 
periodic revelations by the International Consortium 
of Investigative Journalists (ICIJ),11 typically relying 
on leaks, come to mind (corporations, in turn, keep on 
enhancing cybersecurity measures and monitoring 
of workers to prevent and stop such leaks). Again, 
the way to “know” employees; the way to know the 
world; the way to know in order to prevent fraud, 
crimes and security threats; and the way to know 
in order to optimise management for efficiency, 
productivity and profit is through collating and 
correlating data exhausts and personal and often 
sensitive information of both workers and users. 
As a rule, the use of this information is largely seen 
as complying with the legitimate interest clauses 
for the processing of this data, particularly where it 
concerns crime, fraud and security threat monitoring 
and product development and improvement. Since 
security often trumps privacy protections and 
other rights, it also allows for the extraction of 
sensitive data. We anticipate that the intersection 
of cybersecurity, HR and algorithmic management 
will only become more pronounced in the future and 
should therefore be placed on the agenda of trade 
unions. 

We can observe that the progressive “securitisation”12 
of the social presents itself as a solution to 
the expanding risk and threat universe. This is 
not coincidental. As our informants repeatedly 
reminded us, many of these monitoring, surveillance 
and algorithmic management technologies were 
implemented during the COVID-19 pandemic, which 
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rapidly expanded the markets for these technologies 
and further entrenched the grip of governance 
by numbers.13 The COVID-19 pandemic has also 
added questions of monitoring, privacy and the 
introduction of new technologies into the workplace 
to the agendas of many trade unions. However, 
now we see that we have reached a state of “new 
normal”, where technologies, such as Microsoft 
Teams, Zoom and digital monitoring in the home 
office, and their effects, are no longer questioned 
and continue to be used. The “AI hype”14 has now 
captured the imagination of managers and to some 
degree trade unions and workers. In this context, it is 
often the need for new AI literacy, competencies and 
skills that is emphasised by trade unions, as well as 
the right to be informed and influence decisions 
regarding these technologies and the development 
of ethical frameworks. Interestingly, despite 
many trade unions promoting green policies, the 
environmental consequences of these technologies 
are often not on the agenda. 

Today, we see a continuous expansion of these 
technologies being stimulated further by other 
crises, conflicts and the growing global insecurity: 
from the grave geopolitical tensions between 
western liberal democracies and authoritarian 
regimes – from Russia and China to Iran, the war in 
Ukraine, the Houthi militias, to the increasing human 
rights violations in many countries, we are witness 
to a proliferation of conflicts, security threats, and 
operational and supply-chain risks. In a globalised, 
interconnected and deeply interdependent world, 
the consequences for workers, even in Norway, are 
already becoming manifest. 

The securitisation of the workplace is 
thus increasingly becoming the dominant 
solution for handling various internal and 
external risks and threats.

When it comes to data-driven managerial 
technologies in the workplace, it is also worth 
considering the impact of regulations stemming 
from these geopolitical tensions (e.g., sanctions, 
supply-chain and human rights due diligence, 
cybersecurity), that is, regulations which seek to 
control this rapidly changing world by imposing 

obligations onto corporations, businesses and 
other organisations (e.g., due diligence, intelligence 
gathering, reporting) to which the practical 
solutions are again often data-driven.15 Regulatory 
technologies (RegTech), and various governance, 
risk, compliance (GRC) and (cyber)security 
technologies and software, proliferate as the go-
to solutions for assessing risks both within and 
outside of organisations, relying on high volumes 
of data, including workers’ data, and open-source 
intelligence.16 There is little doubt that workers, too, 
are subject to such technologies and that these 
technologies will likely expand and have ever greater 
consequences for them and their working lives. The 
securitisation of the workplace is thus increasingly 
becoming the dominant solution for handling 
various internal and external risks and threats. 
While this was described earlier by organisational 
ethnographers, for instance in the case of South 
Korea, we can see this in our material in Norway as 
well.17 In our earlier research, we also documented 
the proliferation of inquisitorial investigations 
in the workplace (targeting whistleblowers and 
workers who raise critique, including trade union 
representatives whose work it is – precisely – to 
critically express themselves); we have seen the use 
of data from social media and the proliferation of 
data forensic analysis (emails, logs, screenshots, 
etc.) when investigating these cases.18 This means 
that algorithmic management is increasingly not 
only oriented towards effectivisation, performance 
management, efficiency, and the imperatives of 
speed, profit and return on investment (ROI), but 
increasingly also security. How these security 
measures play out in practice in organisations, and 
with what consequences for workers and their rights, 
will depend to a very large degree on the institutional 
power, regulation and strength of trade unions, as 
well as their knowledge, competence and ability to 
enforce existing laws and agreements protecting 
workers from excessive and invasive surveillance, 
monitoring and control. 
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How these security measures play out in 
practice in organisations, and with what 
consequences for workers and their rights, 
will depend to a very large degree on the 
institutional power, regulation and strength 
of trade unions, as well as their knowledge, 
competence and ability to enforce existing 
laws and agreements protecting workers 
from excessive and invasive surveillance, 
monitoring and control.

Given all these aforementioned developments, 
the likely most striking feature of the data-driven 
systems used for management and governance, 
particularly in highly regulated industries, such 
as finance, is the progressive merging of HR, 
management, compliance and security into each 
other, as propelled by the aforementioned turn to 
data. “Function creep”, repeatedly feared by our 
informants – namely, the use of data from one 
system (e.g., HR) and purpose for another (e.g., 
performance management or security compliance) 
– is importantly not a deviation, but rather a key 
feature of the system. 

Algorithmic management therefore cannot be 
understood as limited to a particular managerial 
product that explicitly seeks to manage workers 
or optimise organisational processes. Instead, 
we need to conceptualise and grasp its pervasive 
and boundaryless nature. We need to understand 
the process of platformisation of organisational 
governance and integration of data and the embedded 
and often invisibilised ways in which it governs 
and shapes our behaviours, thoughts and actions, 
or else, the infrastructural and “extrastatecraft” 
power of these algorithmic architectures.20 The 
pervasiveness of these systems, their epistemic 
power, their complexity and the ways in which 
they reflect the socio-economic and cultural power 
of the tech giants make it difficult for individuals 
to challenge or even question them.21 This is no 
coincidence; some would argue that the emerging 
AI-driven world is precisely designed to prevent 
us from questioning and carefully considering the 
implementation of new tech solutions,22 despite the 
rising awareness of the epistemic risks of using and 
relying on these technologies.23

We need to go beyond narrow definitions 
of algorithmic management and conceive 
of the deeper infrastructural effects of 
these systems better understood in terms 
of algorithmic governance.

The data exhaust from work activities and beyond 
– as the boundaries between work and private life 
have evaporated for many workers – powers the 
tech industry and what Shoshana Zuboff famously 
analysed as the era of “surveillance capitalism”.24 
The workers’ data and metadata – as well as 
the hidden labour of hundreds of thousands of 
underpaid, crowdsourced and invisibilised workers 
labelling data sets for AI models in the Global South25 
– power the data-driven algorithmic systems that, in 
turn, subject these workers to opaque evaluations, 
risk assessments and dashboards that serve to 
support decisions for managers.26 Understanding 
the data revolution in these terms also means 
that we need to go beyond narrow definitions of 
algorithmic management and conceive of the deeper 
infrastructural effects of these systems better 
understood in terms of algorithmic governance.27 

“The point is that so-called ‘function-
creep’ is not ancillary to the data 
collection process, it is built into it – 
the function is the creep. Continuous 
repurposing of information initially 
gathered for other purposes is 
greatly facilitated by digitization, 
which makes storage, sharing, and 
processing easier. But function creep 
is also made enabled by the new 
‘save everything’ logic of automated 
data analysis (Morozov, 2013), where 
the relevance of any piece of data to 
future correlations and predictions 
can never be ruled out in advance.” 19
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Algorithmic governance is best understood 
as a mode of power resting on the 
aforementioned reconceptualisation of 
what counts as legitimate and authoritative 
knowledge.

Algorithmic management is better viewed as a 
particular instantiation of algorithmic modes of 
governance in the workplace; but, as we have remarked 
above, in the context of platformisation of governance 
functions, it becomes increasingly difficult to separate 
it, both empirically and theoretically, from the larger 
governance structures. Algorithmic management is 
typically conceptualised as referring to “algorithms 
which are digitally encoded and implemented by 
computers, and which process data” and are used for 
the purposes of “coordination of labour and input within 
the organization […] planning (i.e. deciding in advance), 
staffing, commanding, coordinating and controlling”,28 
where the focus has often been on distinguishing 
between the levels of automation, from full automation 
to no automation,29 on the processes of recording, rating, 
rewarding, performance management, scheduling and 
so forth,30 while regulatory hope has been placed on the 
“human-in-the-loop”, humans augmenting AI and data-
driven intelligence.31 The technological possibilities 
and functions of algorithmic management and process 
mining systems that seek to optimise workflows, 
their pervasive nature, and reliance on “unscrupulous 
exploitation of worker data at scale”, which “increases 
the power imbalance between employers and 
workers and normalizes extensive surveillance in 
the workplace”,32 has been documented in great 
detail.33 Algorithmic governance is best understood 
as a mode of power resting on the aforementioned 
reconceptualisation of what counts as legitimate and 
authoritative knowledge; in organisational practice, 
this would be precisely such data-driven insight. 
The concept thus speaks to the ordering, regulation, 
management, optimisation, participation and behaviour 
modifications as a result of algorithmisation and 
datafication – and of the “data gaze”34 or “data prism” 
through which reality, the social and individuals/workers 
become refracted.35 Algorithmic governance is not 
only pervasive and efficient in some respects, but also 
often opaque, inscrutable and hard to pinpoint,36 as the 
digital, the informational and the governmental become 
entangled.37 

The key to making sense of labour relations 
in the era of big data analytics, machine 
learning (ML) and generative AI is gaining 
an understanding of the reshaping of 
what counts as legitimate, credible and 
authoritative knowledge, of what counts 
as a firm support upon which to make 
organisational, managerial, and personnel 
decisions.

The key to making sense of labour relations in the 
era of big data analytics, machine learning (ML) 
and generative AI is gaining an understanding of 
the reshaping of what counts as legitimate, credible 
and authoritative knowledge, of what counts as a 
firm support upon which to make organisational, 
managerial, and personnel decisions. For 
knowledge, data and information are power, and 
their monopolisation and capture are generative of 
social and financial power and profit.38 Nowhere is 
this more manifest than in the workplace, and it is 
the management that increasingly views itself as 
having superior access to the “single source of truth” 
(to use a tech phrase in a slightly altered meaning), 
or else to data from across the organisation, which 
is not accessible to either workers or trade union 
representatives. The “data gaze” embraced by 
management rests fundamentally on the idea that “it 
can reveal hidden truths that are otherwise invisible 
[…] that […] it is able to look into blind-spots of the 
social world and illuminate the shadows”.39 The 
power struggle between management and labour is 
thus increasingly epistemic and increasingly uneven 
and asymmetrical. This struggle ultimately boils 
down to how we produce and construct knowledge 
and meaning as a society and in the workplace, for 
governance, management and control. Since the 
struggle is ultimately one over epistemic power 
and the consequences of “epistemic injustice”,40 

it makes it immensely difficult to meaningfully 
challenge, in particular at the level of organisations 
but also in society at large, as we have become 
affectively invested in these systems, making us 
“resistant to counterevidence”41 and dismissive 
of the qualitative gaze. This is reflected in our 
interviews, as informants often feel overwhelmed 
by information, data, reports and communications 
platforms, while struggling with knowing where to 
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place responsibility; how to relate to the effects of 
the digital transformation and, most importantly, 
how to challenge data-driven insights (if they are 
questioned at all). This is why workers, trade unions 
and citizens should begin demanding epistemic 
equality and justice and asking the following key 
questions: “’Who knows?’ ‘Who decides who knows?’ 
‘Who decides who decides who knows?’ The 
answers to these questions determine a society’s 
progress toward epistemic equality”.42 These 
questions were also those that underpinned the 
Court of Justice’s decision regarding the “right to be 
forgotten”, which rejected “Google’s self-authorized 
claim to a totality of epistemic rights and instead 
distributed this ‘right to know about one’s past’ in a 
new pattern”.43 Considering these epistemic rights 
is even more crucial today, as background checks, 
invasive data collection across work and private life, 
and their analyses proliferate – often deeply flawed 
and premised on dirty data, spurious correlations 
and pseudoscientific theories. Epistemic inequality 
between the employer and employee has always 
been a feature of this unequal power relationship; 
this is also why the Norwegian model emerged in 
the first place to tackle, among others, this epistemic 
inequality. However, this epistemic inequality has 
grown dramatically as a consequence of the data 
revolution, and the question may be whether the 
Norwegian model is still capable of handling it. Or 
as Zuboff put it: 

This is why workers, trade unions and 
citizens should begin demanding epistemic 
equality and justice and asking the 
following key questions: “’Who knows?’ 
‘Who decides who knows?’ ‘Who decides 
who decides who knows?’ The answers 
to these questions determine a society’s 
progress toward epistemic equality.

The language of technology and data, and the 
imaginary of data as speedy, accessible, revealing, 
panoramic, prophetic and smart,45 has become 
firmly ingrained in both managerial and governance 
discourses – data and technology have become 
almost deified, suggesting we live in the culture 
of “technopoly”.46 Workers are, of course, also 
not immune and have embraced the ideologies 
of technopoly, as we also show; in fact, it appears 
that trust in technology has grown even where 
it was earlier viewed with suspicion or resisted. 
While some technologies and practices may 
still be frowned upon in the Norwegian context, 
where security or compliance are concerned the 
implementation of invasive technologies is largely 
silently accepted (even if in the past, or in other 
social and cultural contexts, they would still be 
questioned). The fundamentally normative stance 
that affords superiority to data-driven insights has 
not only progressively discredited other forms of 
knowing, but also captured the hearts and minds 
of (or subjectivised, if you will) both managers and 
workers.47 Or as Schildt puts it: 

“A new age of epistemic inequality 
has dawned in which individuals’ 
inalienable rights to learning and 
knowing about one’s own life must 
be codified in law if they are to exist 
at all. Unequal knowledge about us 
produces unequal power over us, 
turning epistemic inequality into a 
critical zone of social contest in our 
time.” 44 

“The new normative mindset, which I 
call ‘the data imperative’, is pushing 
managers to prioritize digital data 
flows over human observations, 
algorithms over human intuition, 
and smart automation over human 
work. […] It has become a managerial 
imperative for companies to collect 
and analyse digital data, facilitating 
the relentless identification and
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The “map” provided by the data-driven 
dashboard thus does not necessarily (or 
likely ever) accurately reflect the actual 
“territory”.

The dashboard does not equal reality.

This is important, as the discredited knowledge 
includes the qualitative, embodied and experiential 
knowledge of workers upon which their 
representatives act, but which is increasingly 
dismissed as particular, emotive, biased or – simply 
put – just too human. At the same time, workers 
themselves are encouraged to view themselves 
through the numbers and data-driven analytics that 
summarise their performance; they are encouraged 
to compare and benchmark themselves against their 
peers (or competitors), to understand professional 
success through data-driven insights (such as 
journalists correlating quality journalism with the 
number of clicks and using these to distribute 
awards to journalists, often on a monthly basis), or 
to use these numbers to their advantage in salary 
negotiations – as was the case for white-collar 
workers in the financial sector. The machine, unlike 
the human, is seen as delivering objective, impartial 
and uniquely revealing streams of data. But, of 
course, it never sees that which is not recorded – it 
cannot guarantee correct interpretation, and it cannot 
consider human needs – the “map” provided by the 
data-driven dashboard thus does not necessarily (or 
likely ever) accurately reflect the actual “territory”. 
The discrepancy between the data-driven maps 
and realities on the ground can be illustrated by a 

statement from one of our informants, which can 
serve as a memorable metaphor and reminder that 
the dashboard does not equal reality:

The one-sided valorisation of data-
driven knowledge is what lurks behind 
the negative symptoms of algorithmic 
management: violations of privacy, invasive 
surveillance, granular micro-management, 
function and purpose creep, unfair 
evaluations, perverse incentive structures, 
hyper-individualisation, gamification 
and other behavioural nudges to drive up 
competition and erode trust, collegiality, 
and solidarity, while increasing stress and 
pressure, intensifying work, or deskilling 
and undermining professional discretion.

Many of the workplace and societal challenges 
spring from – and are likely to be exaggerated 
in the future due to – the increasing divergence 
between these data-driven maps and the actual 
social terrain. This makes the cultural imagination 
of technological neutrality and data as the source 
of truth and revelation even more troubling. This 
cultural imagination of technological neutrality and 
superiority persists, despite repeated critiques of 

“I have a good friend who has been 
cycling for Foodora for a long time 
and worked for the algorithm. We 
talked about an unfortunate thing 
that can happen if you get a delivery 
on the Grefsen plateau [location in 
Oslo]. You get caught. The algorithm 
will just send you to pick up at Storo, 
deliver at Grefsen, pick up at Storo, 
deliver at Grefsen. It’s an extremely 
steep hill, so you have to cycle up and 
down and up and down and up and 
down. You never recover.” (PA1)

elimination of inefficiencies and 
maximization of returns from new 
innovations and initiatives. […] failure 
to use digital technologies is not 
merely ignorant or old-fashioned; the 
failure to collect and analyse data in 
order to optimize diverse aspects of 
business is morally suspect.” 48 
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inherent bias and garbage-in garbage-out; despite 
the repeated revelations of the political, normative 
and interest-driven nature of these technologies; 
and despite the social harms and even scandals 
connected to algorithmic decision-making and 
the resulting injustices.49 Critical knowledge that 
time and again reveals the political, normative 
and interest-driven nature of these technologies 
does not break with the tech ideology and data 
solutionism.50 The one-sided valorisation of data-
driven knowledge is what lurks behind the negative 
symptoms of algorithmic management: violations 
of privacy, invasive surveillance, granular micro-
management, function and purpose creep, unfair 
evaluations, perverse incentive structures, hyper-
individualisation, gamification and other behavioural 
nudges to drive up competition and erode trust, 
collegiality, and solidarity, while increasing stress 
and pressure, intensifying work, or deskilling and 
undermining professional discretion. These have 
been widely documented by many scholars.51 

This is precisely why we investigate in this report 
not only the impacts of “datafied knowledge”52 on 
workers, labour power and trade union power within 
workplaces, but also its hold over both workers and 
managers, ultimately questioning the possibility or 
even desire to challenge this datafied knowledge. 
We focus on two sectors: finance and journalism. 
While much has been written on platform labour,53 
the workings of algorithmic management and 
governance, and the possibilities of trade unions 
to influence algorithmic systems in the context of 
white-collar work and standard employment have 
been understudied, only recently emerging as a 
concern.54 

There is no doubt that technologies such 
as workplace monitoring, algorithmic 
management systems, (semi-)automated 
decision-making support systems, predictive 
analytics, and other forms of performance 
quantification and benchmarking represent 
a form of workplace governance that puts the 
Norwegian model of workplace democracy 
and the tripartite collaboration between 
employees and trade unions, employers and 
authorities under pressure.

There is no doubt that technologies such as 
workplace monitoring, algorithmic management 
systems, (semi-)automated decision-making support 
systems, predictive analytics, and other forms of 
performance quantification and benchmarking 
represent a form of workplace governance that 
puts the Norwegian model of workplace democracy 
and the tripartite collaboration between employees 
and trade unions, employers and authorities under 
pressure.55 The Norwegian model is put under 
pressure in several ways. The most obvious may 
be the effects of importing techno-managerial 
tools developed in countries such as the USA with 
trade union busting, individualistic, and surveillance 
and control-oriented managerial cultures, which 
are reflected in the software products. The more 
invisibilised dynamics of increased formalisation, 
control and individualisation driven by these tools 
stands in direct opposition to the Norwegian model: 
while relying on formal collective agreements, the 
Norwegian model has been, to a very large degree, 
dependent on the cultivation of informal relations 
and on building organisational cultures of dialogue, 
participation and trust, and relied on informality, 
which is now threatened by the data-hungry 
formalisation and reductionism. Furthermore, it 
is beyond doubt that the epistemic power of the 
employer has increased, as has the informational 
and knowledge asymmetry between management 
and the unions and workers – workers know little 
about what data-driven insights the management 
has, and they also know little about the algorithms 
and technologies they use and the data they collect.56 
Moreover, power has also simultaneously shifted 
from middle management to experts in analysis and 
programming. The lack of detailed knowledge about 
the technologies, which many of the trade union 
representatives interviewed assume they would need 
to participate in technical discussions of software 
being implemented, further discourage participation 
in discussions about software implementation. We 
turn to how this plays out throughout this report. 
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The epistemic power of the employer 
has increased, as has the informational 
and knowledge asymmetry between 
management and the unions and workers – 
workers know little about what data-driven 
insights the management has, and they 
also know little about the algorithms and 
technologies they use and the data they 
collect.

We argue that the digital and algorithmic 
restructuring of workplaces puts pressure on the 
workers’ and trade unions’ possibilities of co-
determination, working conditions, participation, 
and autonomy. The Norwegian model is 
underpinned by the recognition of existing power 
structures, with the explicit aim being to balance 
these for mutual benefit and strike a compromise, 
and this relies on both formal and informal ways in 
which power asymmetries are balanced for shared 
benefit, but, as datafication deepens informational 
asymmetries and concentrates epistemic power 
in top management, it impacts this balancing 
act at the core of the Norwegian model. Unless 
treated seriously, we may, over time, witness the 
hollowing out of the model, which will manifest in 
more authoritarian, individualised and alienated 
workplaces, where co-determination may still exist 
on paper but not in reality, and where workplace 
monitoring and surveillance become prominent, 
and where human agency becomes detached, with 
potentially destabilising effects. 

The competence that the industry demands 
is a competence at speedily embracing 
technologies that research has shown to be 
problematic, invasive and biased. We argue 
that it will become imperative to reclaim 
the concept of critical thinking and build 
core competence in epistemic critique; for 
unless we question the knowledge behind 
the power, and the power behind the 
knowledge that seeks to govern us, we will 
have few possibilities to resist its effects.

The fact that knowledge is at the core of the struggle 
also manifested itself at the aforementioned HR 
Tech conference in another way. Whatever the 
jargon used, the majority of speakers emphasised 
the need for humans to rapidly embrace and adapt 
to new technologies, such as generative AI, to stay 
ahead of change and develop “skills foresight”, 
to master “human-machine teaming”, to enhance 
their capabilities, to display “learning agility”, and 
to understand and master the data and growth 
mindset, as much as critical thinking. The oft-recited 
mantra was the following: AI will not necessarily 
take your job – although it is already doing it, such 
as when the fintech Klarna laid off 700 employees, 
later announcing that their AI chatbot does the 
work of 700 people57 – but rather, those who do 
not embrace and become augmented by AI will be 
replaced by those who do. In other words, from 
the viewpoint of HR and management gurus, there 
is no alternative – AI is here, either you want it or 
not, and it is up to humans to adapt and become 
augmented, ever more productive, efficient, flexible 
and connected. Those who refuse or stay behind 
will be forgotten and outcompeted. Or at least this 
is how technology is being sold; few seem to stop 
and ask – efficient at what exactly? Augmented with 
what kind of knowledge exactly? Efficiency, speed 
and data driven by economic imperatives have 
become the unquestioned gods, as the tech industry 
pushes narratives that deny us the time to reflect. 
The competence that the industry demands is a 
competence at speedily embracing technologies 
that research has shown to be problematic, invasive 
and biased. We argue that it will become imperative 
to reclaim the concept of critical thinking and build 
core competence in epistemic critique; for unless we 
question the knowledge behind the power, and the 
power behind the knowledge that seeks to govern 
us, we will have few possibilities to resist its effects. 
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The urgency with which algorithmic and 
data-driven managerial and productivity 
tools are implemented, and the rapid 
organisational change that comes with 
this implementation, means that time 
for thorough participative processes, 
evaluation, impact assessments and 
deliberation is radically limited and at times 
even non-existent.

These pressures to embrace AI (the power behind 
this “knowledge”) coming from the tech industry 
and management consulting firms – the pressure to 
invest in company-wide subscriptions for products 
such as Microsoft Copilot or enterprise ChatGPT 
that promise secure and privacy friendly experience 
(without typically having any clear business case) 
or risk become outcompeted and obsolete – are 
symptomatic of the general trends to embrace 
data-driven technologies at all costs and as fast 
as possible and to think about consequences later. 
This perpetual marketing pressure to purchase 
and implement new data-driven techno-managerial 
solutions has been repeatedly remarked upon by 
our informants and trade union representatives 
as a central feature of their engagement with top 
leaders, HR and management. The urgency with 
which algorithmic and data-driven managerial 
and productivity tools are implemented, and the 
rapid organisational change that comes with this 
implementation, means that time for thorough 
participative processes, evaluation, impact 
assessments and deliberation is radically limited 
and at times even non-existent. 

Therefore, strong institutional frameworks, 
institutional power and regulatory support, 
from collective agreements to national laws 
protecting workers – and most importantly, 
their active enforcement – are needed; it is 
precisely this that has made at least some 
difference in the Nordic context.

Therefore, strong institutional frameworks, 
institutional power and regulatory support, from 
collective agreements to national laws protecting 
workers – and most importantly, their active 
enforcement – are needed; it is precisely this that 

has made at least some difference in the Nordic 
context.58 This enforcement, in turn, and in the 
context of the workplace, requires strong trade 
unions, both centrally and at the local level. Trade 
unions must question technology, prioritise these 
issues, and understand its human impacts on the 
rights to privacy, free expression, liberty, autonomy, 
professional discretion and quality of (working) 
life; they need to acquire the necessary degree of 
understanding of how these technologies shape 
the ways in which we think, understand and act in 
the world, and thus also manage it; and finally they 
need to acquire the necessary legal, regulatory, 
formal and informal tools and power to enforce 
these. In many respects, as this report also shows, 
the struggle ahead is increasingly about knowledge 
and power and their nature. What will be needed, 
more than ever, to succeed in the fight for workers’ 
rights and epistemic justice will be the building of 
epistemic capabilities: the critical-thinking skills 
needed to understand the social constructedness of 
data, the premises which shape these technologies, 
the particular theories and interests that underpin 
them, and the power dynamics they generate. Or 
else, the ability to ask the right questions about 
technology (which are not necessarily technical 
or require technical know-how), as opposed to 
blindly implementing new tech because of the fear 
of missing out or simply “because we can”.59 Just 
because we can does not mean we should or need 
to. The trouble ahead is that it is precisely this 
reflexivity and criticality that is being challenged by 
the latest generative AI systems.60 Therefore, it is 
more important than ever to account for the power 
inherent in the technologies that increasingly set the 
limits and shape both our actions and imagination. 

What will be needed, more than ever, to 
succeed in the fight for workers’ rights and 
epistemic justice will be the building of 
epistemic capabilities: the critical-thinking 
skills needed to understand the social 
constructedness of data, the premises which 
shape these technologies, the particular 
theories and interests that underpin them, 
and the power dynamics they generate.
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Since research on the impacts of algorithmic 
management and governance on white-collar 
workers in a standard employment relationship is 
limited, as most attention has been focused on the 
platform economy, we decided to focus on this group 
and two sectors that have been highly digitised: 
finance and journalism. This focus would also allow 
us to zoom in on the role of Norwegian trade unions 
in negotiating digitalisation and its impacts. 

The dominant trade union, The Finance 
Sector Union of Norway (Finansforbundet) 
and its representatives have been actively 
negotiating company-level agreements 
concerning performance management 
metrics and the use of technologies and 
data for performance management and 
control in the workplace.

From the outset, it must be stated that concerns 
about the impact of algorithmic systems, apps, data-
driven insights and various digital organisational 
tools are not the top priority for either the workers 
or trade union representatives whom we met. This 
impression is also supported by a recent large 
quantitative survey, which included questions around 
co-determination and participation in digitalisation 
processes, understanding these as processes of 
organisational change, and hence, something one 
should be able to actively debate and negotiate. The 
survey has shown very limited interest, influence 
and involvement of trade union representatives in 
questions pertaining to digitalisation; only a few 
reported that digitalisation had been a subject 
discussed in co-operation between parties, despite 
many reporting frustration with digital systems and 
extensive reporting. At the same time, the survey 
revealed a “correlation between the assessment 

of the consequences of digitalisation and whether 
employees and employee representatives have 
had more or less influence in recent years” – “the 
more satisfied with the union representatives 
employees were, the more positive they were about 
digitalisation”.61 However, the finance sector, as we 
shall see in more detail, distinguishes itself in this 
respect: as the dominant trade union, The Finance 
Sector Union of Norway (Finansforbundet) and its 
representatives have been actively negotiating 
company-level agreements concerning performance 
management metrics and the use of technologies 
and data for performance management and control 
in the workplace. This is not surprising, as the 
finance industry is an early and key adopter, as well 
as developer, of new technologies; a recent report 
by The Finance Sector Union of Norway has shown 
high levels of adoption of and experimentation with 
AI-driven technologies in the Norwegian financial 
sector; this also pertains to managerial functions: 

2. ALGORITHMIC GOVERNANCE AND 
CO-DETERMINATION IN FINANCE AND 
JOURNALISM

“More and more organisations 
are introducing modern HR and 
management systems provided 
by third parties, which include 
integrated functionality for analysis 
and reporting. Designing individual 
development plans, identifying 
skills gaps, verifying competences, 
generating suggestions for job 
opportunities based on employees’ 
strengths, and matching candidates 
with job and promotion opportunities, 
are examples of different AI-
supported solutions.” 62
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This case is uniquely revealing of both the 
attitudes in a highly digitised white-collar 
workplace and the local power to influence 
how technologies and workers’ data are 
used in practice and what is deemed an 
un-/acceptable use by the employer.

As such, this case is uniquely revealing of both the 
attitudes in a highly digitised white-collar workplace 
and the local power to influence how technologies 
and workers’ data are used in practice and what is 
deemed an un-/acceptable use by the employer. This 
case may also serve as inspiration to other trade 
unions in their work on negotiating technologies in 
the workplace. At the same time, the case not only 
reveals the immense degree of digitalisation of work 
in the finance sector, where more or less everything is 
recorded, but also the significant differences within 
the same organisation with respect to the impacts 
of digitalisation on workers’ autonomy, ranging from 
empowering to disempowering. 

The implications of algorithmic governance 
of journalism are profound, but, as our 
case study shows, they do not appear to 
be on the agenda of trade unions at any 
substantial level.

The work of journalists, too, has become greatly 
digitalised and increasingly governed by data 
analytics supplied by intermediaries, companies 
such as Kilkaya, “the most flexible analytics tool for 
news publishers”,63 which exert great power over 
both the work and self-understanding of journalists, 
as well as the current shape of the news media 
landscape. This case shows how digitalisation of 
journalism went from being contested and resisted 
to becoming embraced as both trust and faith 
in data-driven insights grew. Moreover, this case 
also points to the risks of data-driven insights 
governing journalism, shaping what gets published 
and becomes “newsworthy”, as well as the media 
knowledge ecosystem at large; the question of 
knowledge and power thus becomes redoubled 
in this case. On one hand, the data-driven and 
datafied “knowledge” generated by data analytics 
companies, in tandem with its organisational use, 
shapes journalistic practice in particular ways (often 

in tension with the mission of journalism to hold the 
powerful to account); it shapes how news pieces 
are presented and sold to the public and adjusted to 
public, profiled and segmented (and thus, increasingly 
fragmented and polarised); and ultimately, it shapes 
the very meaning of being a journalist today. On 
the other hand, the production of algorithmically 
governed journalism shapes the very knowledge 
environment we inhabit, which, in turn, shapes our 
political and other decisions and perspectives, 
likely reinforcing the aforementioned culture of 
technopoly.64 The implications of algorithmic 
governance of journalism are profound, but, as our 
case study shows, they do not appear to be on the 
agenda of trade unions at any substantial level. As 
elsewhere, key concerns for trade unions remain 
salary negotiations, concerns about working time 
and scheduling, and supporting individual members; 
in some sense, questions around digitalisation, 
privacy, data, function creep and so forth are 
perceived as a “luxury” to engage with, something 
one may think about only when having extra time at 
hand, which, in a pressured media reality, is rarely 
the case. This perception of digitalisation and of the 
introduction of new software and technologies and 
their impacts as secondary, unimportant, a luxury, a 
mere tool, insignificant or something that nothing 
can be done about because it will happen anyway, 
is an interesting finding in itself. One could argue 
that, to a large degree, algorithmic governance, 
as a mode of governance, has become, over the 
years and despite early resistance, invisibilised 
to our informants. This perception of it being a 
luxury among trade union representatives within 
organisations is likely further supported by the 
notion that only those working at the very top level 
in trade union leadership and policy and research 
circles have the time to spend contemplating such 
questions – and this includes us, researchers, 
coming to interview on matters many have not 
thought deeply about prior to our encounter. This 
further underscores that there is a need to develop 
critical thinking and epistemic capabilities, vis-à-vis 
the impact of data and algorithmic governance, in 
addition to building strong institutional supports 
and arenas for dialogue and reflexivity around the 
subject.
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There is a need to develop critical thinking 
and epistemic capabilities, vis-à-vis the 
impact of data and algorithmic governance, 
in addition to building strong institutional 
supports and arenas for dialogue and 
reflexivity around the subject.

2.1 Reflexive methodology: Focus groups, 
interviews, documents and fieldwork 

This report is grounded on a qualitative case-based 
study from two sectors in Norway: the finance 
industry and the news media industry. The empirical 
material comprises two focus-group interviews 
and 15 semi-structured one-to-one interviews with 
employee representatives, conducted in 2023 and 
2024 (see Figure 1). The informants were recruited 
through three different unions – The Finance Sector 
Union of Norway (Finansforbundet), the Norwegian 
Union of Journalists (Norsk Journalistlag, NJ), and 
the Union of Employees in Commerce and Office (HK: 
Handel og Kontor i Norge). The unions provided lists 
and contact details of potential informants, who were 
employee representatives, lawyers and/or workers. 
Informants were contacted by email. As mentioned 
above, only the employee representatives having the 
time to respond to inquiries and having the “luxury” 
of reflecting upon these issues could set aside time 
for being part of a research project; several potential 
participants responded apologising that time 
pressures did not allow them to participate; this was 
particularly the case for those working in positions 
with strict time and performance management 
expectations. The potential biases that our selection 
of informants might have are, however, not only hard 
to detect, but common to most qualitative studies; 
the value of qualitative research is in contextualising 
these interviews, using other sources, such as 
documents, reports, and other primary source and 
open-source data, as well as secondary academic 
and grey literature. We also build our analysis on 
several years spent researching Norwegian working 
life and the subjects of digitalisation and algorithmic 
management across different research projects. 

In the first focus group, there were five participants 
from finance and the publishing industry, and in 
the second, there were six participants from trade 

unions. Focus-group interviews allowed for several 
perspectives to come forth, as the interviewees 
could build on each other’s utterances and have an 
interactive dialogue. These focus groups were used 
initially to get a more general picture of the issues 
and attitudes. General insights from the focus groups 
were then used to inform the more in-depth one-on-
one interviews; these were semi-structured, open-
ended and lasted approximately 60-90 minutes. 
The interviewees were asked to reflect upon their 
work practices and co-determination prospects in 
relation to the implementation of new technology, 
digitalisation at the workplace and algorithmic 
management systems. The semi-structured 
interviews were thematically driven, allowing 
for the interviewees to steer the conversation 
according to their perspectives, while being guided 
by the topics in the project’s interview guide and the 
questions raised by the researchers. In the finance 
sector, we conducted six interviews with employee 
representatives at different financial institutions. 
In the news media industry, we interviewed five 
journalists, who also had roles as employee 
representatives, from five different news media 
organisations and one IT worker in a publishing 
house. The news media organisations are all owned 
by larger media corporations with both national 
and local reach. Additionally, to get a sense of the 
legal, regulatory and political issues in different 
sectors, we interviewed three lawyers specialising in 
labour law and one political advisor in a progressive 
political party. Moreover, we conducted fieldwork 
at two relevant conferences, one on HR and new 
technologies and another on security, to further 
enrich and be able to interpret the insights from our 
informants. 

The interviews were analysed based on a reflexive 
methodology and thematic analysis using rigorous 
techniques in research procedures and being 
aware of the interpretative and political-ideological 
nature of research and the impact of authoritative 
text-based representation.65 The analysis is 
empirically based and thematically structured, and 
simultaneously based on the lived experiences and 
perspectives from the informants, as well as a broad 
range of secondary sources and observations. 
Research ethics has been embedded at all stages 
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of the research, from selection of informants to data 
gathering, analysis and dissemination. The research 
study has been reported to and approved by the 
Norwegian Agency for Shared Services in Education 
and Research (SIKT).66 All participants have been 
given and signed an informed consent document. 
All interviews were recorded on a voice-recorder 
device, the files were deleted immediately upon 
transcription and the interviews were anonymised 
during transcription. Interview excerpts quoted herein 

have been translated from Norwegian to English (by 
DeepL67 and the researchers), and informants are 
anonymised in line with the guidelines for research 
ethics for social science and humanities (NESH).68 
Given the nature of qualitative interview, files have 
not been shared in any open-access databases 
and no direct or indirect personal details have been 
stored on a networked computer.

1 focus group 1 (FG1) 5 participants finance (3) publishing industry (2)

2 focus group 2 (FG2) 6 participants trade union workers

3 interview (L1) lawyer specialising in labour law general

4 interview (L2) lawyer specialising in labour law finance

5 interview (L3) lawyer specialising in labour law general

6 interview (F1) chief employee representative finance

7 interview (F2) chief employee representative finance

8 interview (F3) chief employee representative finance

9 interview (F4) chief employee representative finance, with IT background

10 interview (F5) bank employee and part-time employee represen-
tative

IT developer in finance

11 interview (F6) bank employee and part-time employee represen-
tative

customer service in finance

12 interview (PI1) chief employee representative publishing house

13 interview (PA1) political adviser, progressive political party IT background

14 interview (J1) journalist and employee representative national news media

15 interview (J2) journalist and employee representative local news media

16 interview (J3) journalist and employee representative local news media

17 interview (J4) journalist and employee representative national news media

18 interview (J5) journalist and employee representative local news media

19 fieldwork (F1) HR Tech 2024 (conference organised by HR Nor-
way, Oslo, 30 April 2024)

participation, note taking and discussions 
with software product developers 
(exhibitors)

20 fieldwork (F2) Sikkerhetskonferansen 2024 (Security Conference 
organised by the Norwegian National Security 
Authority, 13-14 March 2024) 

participation, note taking 

Figure 1. Overview of data collection.
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2.2 The Norwegian model: A very brief 
introduction

The Norwegian model thus refers to the 
organisation of working life and the 
tripartite system of cooperation between 
the trade unions, employers’ associations 
and the state, including the coordination of 
wage formation between social partners, 
multi-level collective bargaining, formal 
rules for co-determination, representation, 
dialogue and participation through which 
unionised employees can influence the 
conditions of their employment.

The Norwegian model dates back to 1935, when 
Norsk Arbeidsgiverforening (N.A.F.; today, The 
Confederation of Norwegian Enterprise, NHO) and 
Arbeidernes Faglige Landsorganisasjon (today, 
The Norwegian Confederation of Trade Unions, 
LO) signed the first major collective bargaining 
agreement, following years of labour conflict, and 
has since rapidly evolved into a complex landscape 
of organisations, unions and agreements that, 
together with the Working Environment Act69 and a 
range of other laws relevant to the workplace, seek 
to regulate working life and balance the inherent 
power asymmetry between the employer and the 
employee. Parallel to this, we have seen the evolution 
of the Norwegian tax-funded welfare state, with 
universal access to education, healthcare and other 
welfare goods. The Norwegian model thus refers 
to the organisation of working life and the tripartite 
system of cooperation between the trade unions, 
employers’ associations and the state, including 
the coordination of wage formation between 
social partners, multi-level collective bargaining, 
formal rules for co-determination, representation, 
dialogue and participation through which unionised 
employees can influence the conditions of their 
employment.70 The Norwegian model depends 
on the strength of the parties, in particular the 
employees’ and employers’ organisations, which 
are intended to balance the power asymmetries and 
guarantee that the parties are equal in negotiations, 
especially at the macro-level; as such, it depends on 
the continued high levels of unionised workforce. 
The level of unionisation among employees has been 

rather stable for the past years at around 50%, but 
discussions are emerging around the willingness of 
the younger generation to unionise: at the same time, 
the majority of employers – 100% in the public sector 
and 70% in the private sector – are organised.71 At 
the same time, we have seen that in times of crises, 
interest in joining trade unions grows, for example, 
during the COVID-19 pandemic, in many sectors, 
work has either ceased, with many being laid off, or 
rapidly moved online. In the face of insecurity and 
new working arrangements, trade unions in Norway, 
having long struggled to recruit new members, 
suddenly saw a spike in new memberships – LO 
(The Norwegian Confederation of Trade Unions) 
alone registered 10,000 new members. 

The Norwegian model, marked by low conflict 
levels, dialogue and established conflict resolution 
mechanisms, has evolved in the context of a small 
but open and competitive economy, where social 
capital and high levels of trust have been seen as key 
to its success. The important thing to understand 
is that the Norwegian model is fundamentally a 
consensus-seeking model, where 

“[b]oth laws and collective 
agreements are used as tools to 
implement and maintain the model. 
The power of these tools resides 
in the recognition by the parties 
both of rights and duties, and of the 
acknowledgement of a common 
goal, which is beneficial for the 
community and companies, and 
of the recognition that the parties 
have both common and conflicting 
interests. The result is a relatively 
stable balance of power between 
labour and capital, a balance deeply 
anchored in a class compromise 
connected to historical and political 
developments.” 72
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This is also mirrored across our interviews, where 
trade union representatives emphasise time and 
again that they seek to reach the best solutions for 
everyone through good dialogue. 

Basic agreements are key to the Norwegian 
model and complement Norwegian labour 
law, aiming to create a solid foundation 
for co-operation, negotiations and trust 
building between parties across all 
levels, while building on the fundamental 
recognition of their conflicting interests. 
The model is underpinned by the idea that 
co-operation within these frameworks 
can contribute not only to better working 
conditions, but also lead to increased 
productivity, efficiency and smoother 
organisational change.

Basic agreements are key to the Norwegian model 
and complement Norwegian labour law, aiming 
to create a solid foundation for co-operation, 
negotiations and trust building between parties 
across all levels, while building on the fundamental 
recognition of their conflicting interests. The model 
is underpinned by the idea that co-operation within 
these frameworks can contribute not only to better 
working conditions, but also lead to increased 
productivity, efficiency and smoother organisational 
change. Or else that the participation and involvement 
of trade unions and employees in decision-making 
ultimately also pays for the employer and does 
not only benefit the employee, as it also allows 
for working towards shared organisational goals. 

Key to our study is understanding the possibilities 
and limits of co-determination, negotiation and 
participation at the company and local level, as 
well as possibilities for autonomy, something that 
is referred to as the Norwegian “micromodel”.73 
We focus on co-determination, participation and 
dialogue between employers, employees and 
trade union representatives within organisations, 
as we concern ourselves with the possibilities of 
the trade union representatives and employees to 
influence the implementation and use of algorithmic 
management and governance systems, including 
data-driven performance management systems, 
within their respective workplaces. In this respect, it 
is important to emphasise that the

Digitalisation, the implementation of 
algorithmic management, data-driven 
analytics, dashboards, monitoring 
systems, risk-profiling technologies 
and more are not mere technological 
changes, but fundamentally managerial 
and organisational changes that impact 
workers, and thus, something workers 
should have a say in as per collective 
agreements.

“I am actually more left-leaning 
politically, but when I am trade union 
representative, I just try to do the best 
out of the situation […] then I am very 
consensus-oriented. But I think that 
is precisely the point, that is the best 
for both sides.” (FG1)

“Norwegian collective agreements 
are strictly hierarchical, which 
means that company agreements, 
including pay systems, cannot breach 
provisions in sector-level agreements. 
Negotiations at the company level are 
conducted by local parties without 
involving central parties unless the 
local parties are unable to agree on a 
revised agreement. Local bargaining 
is done under a peace clause, which 
means that strikes are prohibited.” 74 
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Over the past decades, there have been increasing 
concerns about the Norwegian model and the 
micromodel being hollowed out and challenged 
by the neoliberal restructuring of the economy, 
globalisation, technological change and 
digitalisation, outsourcing, and the implementation 
of management and leadership ideologies and 
technologies that are not compatible with the 
Norwegian model, as well as increasing inequality, 
and thus, also increasing power imbalances 
between parties.75 As we have pointed out in 
the introductory discussion, digitalisation, the 
implementation of algorithmic management, data-
driven analytics, dashboards, monitoring systems, 
risk-profiling technologies and more are not 
mere technological changes, but fundamentally 
managerial and organisational changes that impact 
workers,76 and thus, something workers should have 
a say in as per collective agreements. However, 
the pervasive problem is that these new modes 
of algorithmic governance associated with data-
driven technologies evade and eschew established 
categories of power and what is understood as 
reorganisation within the Norwegian work life model. 
Despite the existence of agreements and relevant 
paragraphs, in practice, there seems to be little scope 
for negotiating the new datafied and algorithmic 
frameworks within which people increasingly work. 
These are often presented as merely technological, 
and therefore, “neutral” products and tools, as 
something the purchasing department takes care 
of or is decided at company headquarters (in the 
case of large corporations outside of Norway), and 
thus, are located beyond the scope of local co-
determination, negotiation and participation. The 
first step towards exerting influence over these 
digital technologies is therefore to understand their 
introduction as a matter of reorganisation or as a 
matter of impacting how tasks are solved and work 
gets done, in which trade union representatives 
must be included. The second step is actively using 
existing agreements and regulatory frameworks 
at the local level and enforcing the protections 
therein. The third step is developing competence 
among trade union representatives to be able to 
identify epistemic injustices and their effects and 
ask the right questions when new technologies are 
being implemented. The fourth step is developing 

new regulations and agreements more specifically 
tailored to balancing the information (and hence, 
power) asymmetries, as well as the consequences 
of these technologies, considering also their larger 
social and environmental effects. 

The first step towards exerting influence 
over these digital technologies is therefore 
to understand their introduction as a matter 
of reorganisation or as a matter of impacting 
how tasks are solved and work gets done, 
in which trade union representatives must 
be included. The second step is actively 
using existing agreements and regulatory 
frameworks at the local level and enforcing 
the protections therein. The third step 
is developing competence among trade 
union representatives to be able to identify 
epistemic injustices and their effects 
and ask the right questions when new 
technologies are being implemented. The 
fourth step is developing new regulations 
and agreements more specifically tailored 
to balancing the information (and hence, 
power) asymmetries, as well as the 
consequences of these technologies, 
considering also their larger social and 
environmental effects.
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3.1 Trade union power in the finance 
sector in Norway

The key parties regulating the working conditions 
in the finance sector are Finance Norway (Finans 
Norge) on the one hand and The Finance Sector 
Union of Norway (Finansforbundet) on the other. 
Finance Norway is the trade and employers’ 
association for the financial industry in Norway, 
which represents 260 financial companies with 
50,000 employees and is associated with Norway’s 
largest employers’ organisation, the NHO, and 
is a party in the finance industry’s collective 
agreements.77 Finansforbundet,78 on the other side, 
is the largest trade union in the finance sector, with 
over 35,000 members in 300 companies. While there 
are other trade unions that organise workers across 
the finance sector, such as Tekna, Nito, Econa, The 
Norwegian Association of Lawyers (Juristforbundet), 
the Union of Employees in Commerce and Offices 
(HK: Handel og Kontor) and the Norwegian Union of 
Municipal and General Employees (Fagforbundet) – 
the last two are LO79 trade unions – it is fair to say 
that Finance Norway and The Finance Sector Union 
of Norway are the most important actors shaping 
the sector’s policies and practices.80 This strength 
of both employers’ and employees’ associations is a 
central characteristic of the Norwegian model.81 

The General Agreement between Finance Norway 
and the Finance Sector Union of Norway82 regulates 
matters relating to pay and working conditions, 
such as holidays, working hours, leave of absence, 
co-determination and layoffs. The Basic Agreement 
between Finance Norway and the Finance Sector 
Union of Norway83 contains general provisions on 
negotiation and co-operation. In addition, in all 
Finance Norway’s companies, union representatives 

and the company management are to negotiate and 
enter company-level agreements, and regulate that 
which is, as per the two above agreements, left to 
the local partners to reach agreement upon. 

While these agreements regulate most aspects of 
working life, of relevance for us and to the questions 
of algorithmic management, governance, and the 
introduction of new technologies and digitalisation 
is in particular § 9-8 Information Technology of the 
Basic Agreement, which states that

3. CASE 1: INSIGHTS FROM FINANCE 
SECTOR WORKERS AND TRADE 
UNION REPRESENTATIVES

“(1) Before introducing new or 
changed information technology 
solutions that take effect as 
mentioned in Clause 11-3 no. 1 e), the 
company shall discuss the matter 
with the Union Representatives 
as early as possible. The Union 
Representatives shall be informed 
of the possible consequences of the 
solution for the size of the company’s 
staff and organisation, and a 
specification of the requirements for 
retraining and training that this will 
entail. (2) If the company formally 
sets up a Project Committee or 
similar working groups in connection 
with the introduction of new or 
changed IT solutions, the Union 
Representatives shall be entitled to 
appoint at least one member of the 
Committee. (3) The company’s own 
expertise shall be available to the 
Union Representatives, to a 
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Moreover, as per the Basic Agreement, § 18-3 Use 
of Workload and Volume Statistics, “the use of any 
systems for collection of workload statistics/volume 
statistics85 shall be established in the individual 
company-level agreement”, which means that trade 
union representatives have to negotiate any details 
pertaining to performance measurement and 
control at the company level, reaching a company-
level agreement; this often pertains to the use of 
data-driven performance management tools. To 
give the reader an idea of the possible wordings of 
the company-level agreement, we can consider the 
following, which is an excerpt from such a company-
level agreement; similar statements can be found in 
many company-level agreements in the Norwegian 
finance sector: 

The following is an excerpt from a company-level 
agreement at a different financial institution, which 
in addition to similarly stipulating the need for 
special agreements in relation to the introduction 
of workload and volume statistics, namely, 
performance measurement and control systems, 
also elaborates further: 

reasonable extent, in consultation 
with the company’s management. 
The Union Representatives may 
in agreement with the company’s 
management, use any necessary 
external expertise in such questions. 
(4) If impact analyses document that 
significant cost reductions can be 
made as a result of the introduction 
of new or changed technological 
solutions, discussions shall be 
entered into between the Union 
Representatives and the company’s 
management as to whether and if so 
how these cost reductions should be 
used for improvement of the working 
environment.” 84

when such systems are changed. 
The agreements have the status of 
special agreements, cf. chapter 5 of 
the Basic Agreement. The agreement 
shall contain information about 
the purpose of the measurement, 
what information is registered, how 
the registered information is used, 
who has access to the registered 
information, and how and for how 
long the information is stored. 
The co-operation committee shall 
annually discuss the need and 
framework for measurements in 
(company anonymized). In addition, a 
total overview of agreements entered 
into on current systems for collection 
of workload statistics/volume 
statistics shall be available to shop 
stewards.” 86

“An agreement shall be entered into 
with the shop stewards before new 
systems for collecting workload, 
sales and volume statistics are 
implemented. The same applies 

“Prior to the work of designing 
measurement and control systems 
covered by the contractual 
framework, the management shall 
prepare a basis for decision-making 
that shall include at least the 
following points: 

- the purpose of the measurement 
system in question
- measurement criteria – activity, 
result, volume
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Special agreements are often developed in 
the finance sector with respect to concrete 
regulation of performance measurements 
and data collection on workers. These 
agreements, which specifically target 
performance measurements and control 
are also rather unique in the context of the 
trade union movement at large, and reflect 
the high degree of monitoring and control 
of white-collar workers in finance, as well 
as the high digitalisation of the sector.

As mentioned in the above excerpt, as per Chapter 
5 of the Basic Agreement, it is possible to develop 
special agreements between management and 
union representatives, “that apply to pay and 
working conditions or other working conditions. The 
rules in a special agreement may subsequently be 
incorporated in the company-level agreement if the 
parties agree on this”.89 This is particularly relevant 
for our case, as such special agreements are often 
developed in the finance sector with respect to 

- which units/departments are 
affected by the measurement 
system
- who should be reported to and who 
should be given access
- rules for deviation reporting
- storage and retention of 
information 
- any use of surplus information
- evaluation together with employee 
representatives along the way, and 
at the conclusion”

[…]

“Measurement of activities, results 
and volumes, as well as other data 
statistics that contain information 
about individual employees, shall 
only be used to the extent permitted 
by The Personal Data Act.87 
Anonymised data (which cannot be 
traced to individual employees) may 
nevertheless be used for analysis 
purposes, management tools, etc. 
Before registration is initiated, all 
affected employees must be informed 
of what is being registered, what the 
purpose is and who is responsible 
for the registration. Employees and 
employee representatives are at all 
times entitled to be informed of what 
registrations take place, what the 
information is used for and how long 
it is stored.”

[…]

“When using statistics that contain 
information about individual 
employees’ activities, results 
and volumes, etc. the following 
guidelines must be followed: 
Registration that can be attributed 
to an individual employee can be 
used by the immediate manager as 
a management tool and as basic 
material for follow-up, development 
and performance reviews. It is a 
prerequisite that such use takes place 
in a confidential manner between 
manager and employee. The use of 
the registrations must be objectively 
justified88 by the organisation and the 
purpose of the registration.”
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concrete regulation of performance measurements 
and data collection on workers. These 
agreements, which specifically target performance 
measurements and control are also rather unique in 
the context of the trade union movement at large, 
and reflect the high degree of monitoring and control 
of white-collar workers in finance, as well as the high 
digitalisation of the sector. Tools for measurement 
of both team and individual-level performances were 
the key concerns for both workers and trade union 
representatives across our interviews. Concerns 
about the granular analysis of work performance, 
as well as proliferating key performance indicators 
(KPIs) were the most common, as well as concerns 
about how data, once collected through the many 
different systems, is actually used and whether it is 
used in alignment with the special agreements: “A 
lot of data is collected, and once the data is there, 
my impression is that it’s easy to utilise it” (L2).

Trade union representatives would often be proud 
of having negotiated such special agreements 
regulating performance measurement – for 
instance, preventing or stopping the use of 
individual-level performance and sales dashboards, 
such as screens in the workplace featuring both top 
and bottom performers. At the same time, however, 
they would admit to the great difficulty of influencing 
the implementation and actual uses of data-driven 
performance measurement tools, no less due to the 
technological complexity and variety of systems 
used across the large and complex financial 
institutions. As one of our informants put it: 

The existence of legal and institutional 
rights and agreements that regulate 
the ways in which unions can influence 
technological change, the implementation 
of new digital and other monitoring and 
measurement tools, as well as training, is 
central to the Norwegian system and has 
been without doubt advantageous.

The existence of legal and institutional rights 
and agreements that regulate the ways in which 
unions can influence technological change, the 
implementation of new digital and other monitoring 
and measurement tools, as well as training, is central 
to the Norwegian system and has been without 
doubt advantageous – as research that compared 
trade union power vis-à-vis digitalisation in banking 
in Norway and the UK has clearly shown.90 But while 
formal frameworks are extremely important, the 
central question that needs to be explored is how 
these legal and regulatory frameworks, the intent 
of the labour law (i.e., worker protection) and the 
agreements actually play out in the complex social 
and organisational terrain, as well as in the digital 
realm. 

“It’s been a bit of a challenge at 
times because it’s not easy for 
local union representatives to be 
in a situation where they have to 
negotiate about measurement and 
actually decide whether they should 
have a measurement system or not. 
They can easily find themselves in a 
position where they feel pressured

into saying yes to something that 
may not actually be appropriate. 
It’s a problem that some of these 
measurement systems are a bit of a 
carte blanche.”· (L2)
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3.2 Finance sector and key industry 
trends impacting workers 

Finance generally, and the finance sector in Norway 
in particular, is, of course, highly digitised and at the 
forefront of digital development, regularly on top of 
digitalisation ranking and mirroring the high levels of 
digitalisation in Norwegian society at large.91 This has 
been emphasised time and again by our informants, 
who have also pointed to the simultaneous growth 
of IT departments and compliance departments 
within their institutions (the latter being increasingly 
automated and, in all respects, dependent on various 
third-party software tools). One of the informants also 
emphasised the fact that the Norwegian personal 
electronic identification system for identification 
and contracts signing, BankID, was developed by 
private Norwegian banks and financial sector actors 
(the Norwegian Financial Services Association and 
Norwegian Savings Banks Association, now Finance 
Norway) and is, in fact, public key infrastructure on 
which 4.5 million Norwegians depend to access 
both private banking and public services; BankID is 
issued by private banks.92 In this respect, 

BankID is now also moving, under the new brand Stø, 
from being an infrastructure provider to becoming 
a services provider: from KYC and due diligence 
(customer due diligence, CDD, and enhanced due 
diligence, EDD) to passport-authentication checks; 
in the latter case, taking on new security functions, 
which in many other jurisdictions would be the sole 

domain of the state.94 This, as our informant noted, 
speaks to the importance of financial technologies 
and infrastructure not only for private profit making, 
but also for core functions of the Norwegian state. 
Prior to the introduction of the (non-compulsory) 
Norwegian biometric ID cards in 2020, Norwegian 
bank cards had been used since 1977 as ID 
cards, progressively even becoming accepted by 
public institutions (and even if banks sought to rid 
themselves of the obligations to issue ID cards, it 
is clear that this co-dependence between private 
banks and the public sector has paved the way to 
contemporary markets in digital identity services): 
“This says a lot about the role of the bank market 
in Norway as opposed to other countries, this is 
important to understand as a starting point […] we 
[the finance industry] are at the forefront of digital 
development” (F3). 

The growth of IT and compliance – and 
RegTech – are key trends transforming the 
sector identified by all informants. These 
trends reinforce each other: compliance 
with increased regulatory demands 
typically entails more control, monitoring 
and data-driven solutions, which, in turn, 
drives further development of software for 
compliance, as well as customer-oriented 
products.

This is also mirrored in Norwegian tech start-ups, 
where the IT development merges with compliance, 
which have grown over last few years, such as 
Strise (Figure 2),95 which specialises in compliance 
with anti-money laundering regulations (AML) and 
uses AI in its software for CDD/EDD and other 
functions, such as onboarding or generation of 
audit-proof reports, is a case in point. The growth of 
IT and compliance – and RegTech – are key trends 
transforming the sector identified by all informants. 
These trends reinforce each other: compliance with 
increased regulatory demands typically entails more 
control, monitoring and data-driven solutions, which, 
in turn, drives further development of software for 
compliance, as well as customer-oriented products. 

“the BBS/BankID solution sheds 
light on the strong collaboration 
and consolidation efforts that have 
occurred in Norway across public 
and private organizations. While 
such efforts were also motivated by 
the urgent need to compete against 
stronger, international players, their 
ripple effects beyond economic 
competition generated significant 
technological innovations.” 93 
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Compliance automation has been repeatedly singled 
out as one of the key concerns, as it would also likely 
mean job losses in compliance, unless the regulatory 
growth continues. As AI is also seen as a key part of 
the solution, we will see a transformation of the ways 
in which one works with regulatory compliance. In 
the long run, compliance technologies promise to 
de facto solve the issues of regulatory compliance 
through technology (such as automated KYC, risk 
assessments with automated risk-flagging and 
reporting), with some human oversight. 

Technological solutions primarily orient 
themselves around questions of cost, 
efficiency and speed, while issues of 
quality of compliance and of its purpose or 
responsibility – in particular in the context 
of its hyper-automation – are not really 
being addressed.

Technological solutions primarily orient themselves 
around questions of cost, efficiency and speed, 
while issues of quality of compliance and of its 
purpose or responsibility – in particular in the 
context of its hyper-automation – are not really 
being addressed. While there are concerns about 
data-driven risk evaluations (which are key to these 
technologies) or faulty data in screening customers 
and monitoring workers (for instance, in the highly 
regulated “markets” departments), the efficiency 
arguments tend to close down the discussion (if it is 
even allowed to arise). 

Figure 2. Screenshot from Strise. 

“All that can be automised, will be 
automised. The bank management 
has expressed this very clearly. […] 
while we have seen enormous growth 
in both IT and compliance, we now 
see that some compliance functions 
are also headed for automation, also 
using AI.” (F1)

https://www.strise.ai/
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At the same time, the system has been discussed 
as inefficient and fundamentally flawed, in particular 
the anti-money laundering regime, which requires 
banks to produce “suspicious activity reports” 
that are then sent to the Financial Intelligence Unit 
(FIU).96 Despite these inefficiencies, it fuels both 
the RegTech industry, financial innovation and 
the growth of internal compliance departments. 
Only DNB, Norway’s largest bank, has more 
than 600 employees with anti-money laundering 
responsibilities, generating several thousand reports 
annually to the National Authority for Investigation 
and Prosecution of Economic and Environmental 
Crime (ØKOKRIM). These reports are intended to 
provide useful intelligence information, but the FIU 
at ØKOKRIM only has around 20 employees97, who in 
2023 received 46,086 reports from reporting entities 
(22,000 of these from abroad).98 Only very few 
cases are investigated; convictions are extremely 
rare. The system is described by the informants as 
dysfunctional, and its perceived meaninglessness 
may further contribute to the ease at which regulatory 
requirements become a matter of automation 
delegated largely to computers, with some human 
oversight. “For ØKOKRIM to do a proper job based 

on what is being reported now, they would need a 
hundred times more people than they have. So, what 
if we report more, what does it actually do? Nothing.” 
(F3)

Compliance workers are also, at least in 
the first line, heavily monitored – their 
work being easily quantifiable – and the 
informants noted that they are handling 
cases of work pressure related to these 
workers.

Compliance workers are also, at least in the first 
line, heavily monitored – their work being easily 
quantifiable – and the informants noted that they 
are handling cases of work pressure related to these 
workers. The detailed monitoring of their work and 
case handling, as well as the speed at which they 
process cases, likely contributes to this stress; 
those in higher positions in compliance, tasked with 
investigating more complex cases, are said to enjoy 
more autonomy and have more time to deal with 
cases and experience less pressure. The informants 
have heard complaints about the inability to spend 
enough time on each case due to the pressures 
experienced from the measuring systems, as 
well as due to the sheer wealth of transaction 
and customer data that needs to be handled. The 
trade union representatives themselves experience 
these regulatory pressures as well, in the form of a 
seemingly never-ending stream of policies, codes 
of conduct, guidelines, training and more, on which 
they should have some opinion. 

The trade union representatives themselves 
experience these regulatory pressures 
as well, in the form of a seemingly never-
ending stream of policies, codes of conduct, 
guidelines, training and more, on which 
they should have some opinion.

“No, but, and this is a bit scary if 
you take it too far [the use of AI 
and automation for regulatory 
compliance], but what the banks are 
really struggling with lately is the 
workload of regulatory requirements, 
right? They’re drowning. It’s not 
sustainable in the long term to do so 
much regulatory work. If it’s going 
to continue to grow, then in a way 
more than half of the staff will only 
be working on regulatory matters, 
and banking products will eventually 
become expensive. So, in a way, if 
you do it in the right way, it’s a way of 
ensuring quality and streamlining in a 
good way too.” (F3)
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With respect to the growth of compliance, the 
informants remarked that this data collection 
has also driven forth the increased reliance on 
(semi)-automated risk evaluations of clients and, 
for instance, decisions about loans, which, in turn, 
makes questions of the transformation of the 
profession and impacts on professional judgement 
and discretion as a result of datafication pertinent, 

This statement should be viewed within the larger 
context of how algorithmic governance and 
epistemologies reshape professions and work in 
ways that are likely beyond the possibility of trade 
unions to influence, but that nonetheless impact 
workers and others. For instance, several informants 
were concerned about the social consequences – 
about the impacts of such a highly digitised sector 
on vulnerable groups, the elderly and those with 
disabilities. These discussions have often brought 
us to questions of online fraud, cybercrime and 
vulnerable clients – as the rates of scams targeting 
bank clients are increasing, but they also mentioned 
that bank employees are increasingly targets and that 
cybersecurity is another area which has therefore 
grown considerably. Or as one of our informants 
put it: “there are enormous queues at our fraud 
department” (F6); therefore, “despite automation, 
there have been no layoffs in customer service” 
(F6). From the financial institutions’ perspective, 
employees are both seen as in need of protection 
– from both physical and digital threats – and as a 
potential threat themselves, either because of their 
particular vulnerabilities that can be exploited by 
threat actors, or just unwittingly breaching security 
and other procedures, or because they themselves 
can pose threats – such as data leakage, fraud 
and IP theft to the theft of client information. The 
securitisation of the workplace is becoming rather 
advanced in the financial sector, as financial 
institutions seek to protect themselves from both 
external and internal threats; again, the current 
geopolitical situation further raises threat levels, 
as concerns about foreign espionage, hacking 
and ransomware, and advanced persistent threats 
proliferate. 

“It is extremely difficult to follow up. 
It requires a lot of capacity. You have 
to really understand, explore a new 
area, acquire new knowledge very 
fast. […] before, I used to spend time 
on individual cases of members, I do 
not have much of that now. Now, it 
is more a type of general executive 
problems. We are very regulated, so 
there are all the time new regulations, 
new guidelines for this and that, 
which we also have to comment on, 
and then you have to understand all 
that. […] You feel like you should be a 
lawyer, a data expert and an ethicist 
in one all the time […] It is extremely 
demanding for everyone and now 
comes more and more focus on 
security, this will be important in the 
future.” (F4)

“Now it is all about data-driven 
insight […] now we treat customers 
as data points, I think it impacts what 
used to be more personal relations, 
professional judgement, knowledge 
and ability to evaluate customers 
[…] I think it is a problem for society 
[…] it is essential for the craft, to 
actually be able to make individual 
judgements. If you remove that or

make it too rigid, then everyone can 
just fill out a digital form, and get a 
yes or a no. Then there is no point 
having a dialogue. […] it is a problem 
if you blindly trust digital systems, 
then you cannot handle real people-
problems, we are all different.” (F3)
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From the financial institutions’ perspective, 
employees are both seen as in need 
of protection – from both physical and 
digital threats – and as a potential threat 
themselves, either because of their 
particular vulnerabilities that can be 
exploited by threat actors, or just unwittingly 
breaching security and other procedures, or 
because they themselves can pose threats 
– such as data leakage, fraud and IP theft 
to the theft of client information. The 
securitisation of the workplace is becoming 
rather advanced in the financial sector, 
as financial institutions seek to protect 
themselves from both external and internal 
threats; again, the current geopolitical 
situation further raises threat levels, as 
concerns about foreign espionage, hacking 
and ransomware, and advanced persistent 
threats proliferate.

In the DNB report on “Financial resilience in an 
unsecure world: Threats and trends from a DNB 
perspective 2024”, we could thus, for instance, read 
that 

This changed threat landscape has led to 
the introduction of new security routines 
before, during and after the employment 
relationship, from background checks using 
open-source information to a specialised 
interview guide for high-risk roles; routines 
for the management of deviations in 
the background check; routines for the 
management of deviations jointly handled 
by HR and security; an emphasis on 
handling those with connections to high-
risk countries; and on building attitudes, 
awareness and routines for security.

During the Security Conference 2024, organised by 
The Norwegian National Security Authority,101 Torgeir 
von Essen, Head of Physical and Personnel Security 
at DNB, spoke on the existing and emerging threats 
in the financial and banking sector, as well as on 
the experiences of DNB, highlighting self-motivated, 
professional and organised criminal actors and state 
actors, and the role of insiders or bank employees 
as potential facilitators of fraud, information theft, 
leaks to the media or manipulation of data systems, 
in particular, disgruntled employees, or employees 
in the process of termination of their employment 
(taking away contacts, data, sales numbers, client 
details etc.), but also the risk of employees being 
subject to pressure. He also emphasised that the pre-
emptive approach to these threats cannot be built 
exclusively on more control, but trust and building 
loyalty are needed, or else, one needs to build a 
“security culture”; these should be cost-effective 

“DNB regularly experiences various 
forms of insider activity, especially in 
terms of information theft. However, 
most cases have low consequences 
for DNB. According to the Norwegian 
Police Security Service (PST), the 
insider threat from state actors has 
increased in light of the changed 
geopolitical situation. DNB is also a 
target for organised criminals seeking 
insiders in the banking and financial 
sector for activities such as money 
laundering and fraud. Consequently, 
DNB must account for increasingly 
sophisticated and professional threat 
actors, including potential insiders.99 
[…] Enhanced background checks are 
conducted for individuals in high-risk

roles, and they receive additional 
follow-up and training to handle 
the extra risk associated with 
their positions. This is done to 
secure DNB’s assets and to prevent 
employees from being exposed to or 
concerned about external pressure or 
influence.” 100
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solutions that ensure both profit and security. This 
changed threat landscape has led to the introduction 
of new security routines before, during and after the 
employment relationship, from background checks 
using open-source information to a specialised 
interview guide for high-risk roles; routines for 
the management of deviations in the background 
check; routines for the management of deviations 
jointly handled by HR and security; an emphasis 
on handling those with connections to high-risk 
countries; and on building attitudes, awareness and 
routines for security. He also spoke of the increased 
internal focus on insider threats and on new 
approaches to KYE, including a multidisciplinary 
insider threat group; a meeting place for building 
security, risk and threat awareness, and building 
management and leadership competencies in the 
field. This approach is trying to go beyond reliance 
on “indicators” (divorce, deviant use of funds, 
downloading of excessive amounts of files etc.), 
towards knowing the whole person; this includes 
vulnerability assessments and security-awareness 
employee interviews, in addition to data-driven 
insights. Closing relationships with employees in a 
proper manner was also emphasised, where parties 
“should part as friends”. Another problem he flagged 
in this respect was the high turnover, a systemic 
problem facing the banking and financial services 
industries, where people appear to change jobs 
increasingly frequently. 

In our interviews, we asked about these security 
measures, but there appeared to be a general lack of 
awareness about the systems and procedures used 
by management, and they were largely shrugged off 
as necessary measures given the current security 
landscape and something to be handled by IT and 
the security department. Alternatively, this was seen 
as something that has been there for a while and 
that has already been resolved, with everyone being 
used to these systems or just not thinking much 
about them. 

Despite substantial awareness about 
algorithmic management systems when 
it comes to performance management, 
invasive monitoring technologies and 
security procedures, which may utilise 
and risk assess sensitive data on workers 
and be further integrated – in the platform 
manner – with other HR and performance 
data, were not questioned.

Despite substantial awareness about algorithmic 
management systems when it comes to performance 
management, invasive monitoring technologies 
and security procedures, which may utilise and risk 
assess sensitive data on workers and be further 
integrated – in the platform manner – with other 
HR and performance data, were not questioned. We 
therefore also know little about how these systems 
work in practice, as our informants could not provide 
any specific information and these systems were not 
thematised in the co-determination forums. Beyond 
the vague awareness of one of our informants about 
some interviews conducted with employees with 
connections to high-risk countries, and the following 
statements, we were not able to gain much more 
insight: “we have now stricter recruitment routines, 
more background checks” (F2).

“When cybersecurity measures were 
introduced for the first time, we had 
employees coming to us asking 
what this will mean. But then they 
[management] came and explained 
what the purpose is, and after that 
it actually calmed down. We did not 
receive any further questions about 
that.” (F3)
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And while there was a general recognition that HR, 
for instance, has security-relevant data and that 
data from performance management systems can 
be used, there was simultaneously little awareness 
about how and whether such data were repurposed 
and under what conditions. This was, for instance, 
clear from the following statement, regarding denial 
of the ability to work from home to workers with 
what would be labelled as security vulnerabilities, 
“Alcoholism, drug problems, gambling, those 
are reasons for denying home office. We have 
employees who do not have home office because of 
this. […] often the younger generation also struggles 
more with home office” (F3).

All informants agreed that securitisation of 
the workplace will be an important area to 
follow in the future, given the rise in fraud, 
cybercrime and geopolitical tensions and a 
range of new regulations in cybersecurity 
that are coming. However, local trade 
union representatives felt that questions of 
(cyber)security were complicated, technical 
and beyond the scope of their role, as well 
as hard (or close to impossible) to influence.

All informants agreed that securitisation of the 
workplace will be an important area to follow in 
the future, given the rise in fraud, cybercrime and 
geopolitical tensions and a range of new regulations 
in cybersecurity that are coming. However, local 

trade union representatives felt that questions of 
(cyber)security were complicated, technical and 
beyond the scope of their role, as well as hard (or 
close to impossible) to influence. Informants with a 
legal background were more aware and concerned 
about these developments:

While DNB, as an example, emphasises security 
measures in its threat assessment, when it comes to 
the involvement of trade unions, we see in the annual 

“There is a tendency when pursuing 
cybersecurity to also do things 
that can compromise employees’ 
privacy and rights. […] If you have 
access to an employee’s account, 
and you suspect that something 
is wrong, the path to checking the 
employee’s account is very short. Or 
if you have recordings of telephone 
conversations, which in principle was 
because you are required to have 
them in certain situations by the 
authorities… […] The fact that there is 
so much, and that there is so much 
information collected in various fields 
about employees means that their 
privacy and the ability to have an 
overview of what type of information 
the employer has is almost hopeless. 
[…] Cybersecurity, what should you 
do in connection with it, which the 
IT department has monopoly on, is 
perhaps not something you discuss 
with employee representatives. 
At least not everywhere. There 
are a lot of measures that will go 
under the radar, but which will also 
have implications for individual 
employees.” (L2)

“I know there are discussions 
about high-risk countries, and 
what consequences there are for 
employees with links to these 
countries, there are concerns about 
discrimination. I don’t know if there 
is any monitoring system. The 
management usually answers that 
they have a relatively tolerant policy, 
that they do not discriminate too 
much.” (F3)
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report from 2023 that trade unions are mentioned 
only in the context of diversity, equity and inclusion: 

In 2022, the annual report mentioned employee 
representatives again only in the context of their 
involvement in a new strategy for diversity and 
inclusion.103 In the 2021 annual report, focus 
was on employee representatives’ participation 
in developing strategies for addressing gender 
differences in pay.104 The other large banks on 
the Norwegian market do not discuss the role of 
employee representatives in their annual reports. 
We therefore see that there is likely a tendency to 
keep trade unions out of certain types of discussion 
– for example, security – despite their impacts on 
workers. 

3.3 Challenging technology in a techno-
optimist culture and high-trust society?

All our informants pointed to the high 
levels of trust, which are also stimulated 
and generated through dialogue between 
parties. At the same time, they repeatedly 
remarked that this trust may make them 
naïve and unreflective, vis-à-vis the power 
of technology in the hands of the employer.

Norwegian society at large is marked by high 
levels of trust – in technology; in the state and the 
government; in leaders and in managers; and in 
organisations complying with existing rules, laws 
and regulations. At the same time, it is clear that 
there is fundamental tension between trust-based 
society and a highly digitised society with a highly 
developed model of surveillance capitalism, where 
data is harvested both from online activities and an 
ever-greater range of networked devices, and that 
the latter may challenge this trust-based orientation 
in the long run.105 All our informants pointed to the 
high levels of trust, which are also stimulated and 
generated through dialogue between parties. At the 
same time, they repeatedly remarked that this trust 
may make them naïve and unreflective, vis-à-vis the 
power of technology in the hands of the employer: 
“We have a fundamentally high level of trust in the 
system, in the state, in everything. Unfortunately, we 
may become a little unconscious. And then things 
happen so quickly that you are caught by surprise” 
(FG2).

Comparing Norwegians to colleagues from other 
countries working for the same multinational 
financial institution and the ways they act in 
joint meetings, several informants remarked that 
foreigners were far more suspicious regarding the 
introduction of new measuring and algorithmic 
systems and raised many more critical points:

“In 2023, we worked closely with trade 
unions and employee representatives 
on a number of matters, for example, 
adaptation for transgender people 
and drawing up a survey about 
perceived inclusion for employees 
with a multicultural background. In 
addition, we held many presentations 
and workshops in management 
teams and attended several events 
to increase competence on inclusion. 
We also conducted courses in 
inclusive management and developed 
a toolbox that all employees can use 
to learn more about diversity and 
inclusion.” 102
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However, there were also concerns that these 
technologies, developed in other cultural contexts, 
may potentially challenge both the Norwegian model 
and the trust-based relationship in the workplace:

Techno-optimism and technosolutionism 
– and its ideological nature – are further 
manifest in the striking disavowal, 
downplaying and denial of the 
environmental consequences of the quest 
for collecting and analysing ever-more 
data and the negative stance towards data 
minimisation policies.

Techno-optimism and technosolutionism – and 
its ideological nature – are further manifest in 
the striking disavowal, downplaying and denial 
of the environmental consequences of the quest 
for collecting and analysing ever-more data and 
the negative stance towards data minimisation 
policies.106 Interestingly, despite the increased focus 
on sustainability reporting, data on energy use and 
the environmental impacts of big data and AI do 
not appear to figure in corporate spreadsheets. As 
one of our informants also observed, there was no 
palpable willingness to consider the environmental 
consequences of this hunger for ever-more data: “I 
think it’s under-communicated how much natural 
resources disappear because of it. Yes, and now we 
talk about sustainability all the time, but right here 
you just have to be quiet. We’re forward-thinking and 
innovative here, you know” (L2).

At the same time, trust and the possibilities of 
dialogue, participation, and negotiation were also 
seen as an important mitigating factor against 
disproportionate surveillance measures:

could lead to mistrust. Because that 
will also be a consequence of these 
systems, that a lot of data is collected 
that you don’t have an overview 
of this data […] And maybe there 
could be a risk to, I don’t know, the 
Norwegian model, I think that’s quite 
real.” (L2)

“It’s just that we in Norway think 
like this, that when we have been 
presented with the reasons behind 
measuring or new digital system, 
we think OK, we understand that, 
right? It’s only for a short period 
of time. It will only be used for this 
and that. And we have that in our 
company-level agreements as well, 
so we’re very confident that these 
are conditions the bank has agreed 
to. […] Perhaps we’re a little too naive 
in Norway too. We believe the best 
about everyone. And we also believe 
that about AI and everything digital. 
We only see the benefits, and then 
we forget about all the undesirable 
things it can actually bring. But I think 
that’s standard for us Norwegians.” 
(F2)

“When it comes to the American 
systems […] these are systems that 
have been created in a completely 
different society. I don’t have the 
impression that there is that kind 
of distrust in finance in Norway, but 
that’s one of the dangers of those 
systems, because you use them. […] I 
do think that the increased use of this 
type of technology in combination 
with less consultation, less co-
determination and less transparency
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In some sense, the Nordic fetishisation of 
“trust” here prevents the trade unions from 
asking critical questions about algorithmic 
management systems, in particular those 
legitimised by doing good, for example, 
ensuring security, preventing harassment 
or increasing productivity – for all can agree 
that safety, security and productivity are 
good. The problem is, however, that few ask 
what is actually being implemented in their 
name, how is it used in practice (“function 
creep”), whose power is enhanced and with 
what consequences?

The trade union representatives, unlike the lawyers 
cited above, often did not explicitly question 
technological and digital systems, as they too often 
shared the vision of technology as being neutral, 
as a mere tool and as a means to effectivisation 
and increased productivity. In some sense, the 
Nordic fetishisation of “trust” here prevents the 
trade unions from asking critical questions about 
algorithmic management systems, in particular 
those legitimised by doing good, for example, 
ensuring security, preventing harassment or 
increasing productivity – for all can agree that safety, 
security and productivity are good. The problem 

is, however, that few ask what is actually being 
implemented in their name, how is it used in practice 
(“function creep”), whose power is enhanced and 
with what consequences? Since the almost default 
approach is technosolutionist,107 we also fail to ask 
whether safety and security or productivity could be 
achieved better through other means than those of 
technological surveillance measures and enhanced 
data-driven control. Instead, the leaders are trusted 
to not abuse technologies: “I hope that the bank has 
control to ensure that it’s right. It has to be a bit trust-
based. That they don’t use things they shouldn’t” 
(F1).

Another related issue was that of the aforementioned 
pressure to implement new technologies – and to 
preserve one’s position at the top of digitalisation 
rankings, to be the best in class, to have the latest 
software and gadgets. This is not a new social 
phenomenon, fear of missing out and the belief in 
the inevitability of technological progress has been 
a feature of modernity. And so has been the way in 
which this techno-optimism and techno-determinism 
forecloses substantive debate and the possibility of 
resistance, as much as nuanced discussion. This 
phenomenon was well-described by David F. Noble 
in the mid-90s: “Everyone assumes, without debate, 
that resistance to technological change is a sure 
recipe for competitive doom”.108

[…] “Managers feel they must 
automate because ‘everyone’s 
doing it’, out of fear that they will 
be undone by more up-to-date 
competitors (a paranoia encouraged 
by equipment vendors). There is 
this vague belief that the drive to 
automate is inevitable, unavoidable, 
and this belief becomes a self-
fulfilling prophesy. In the stampede, 
meanwhile, there is very little sober 
analysis of costs and benefits.” 109

“Information and co-operation and 
co-determination is key […] the 
parties agree that a good and trusting 
relationship between the parties 
must be facilitated. And when we 
talk about trust, we know that where 
there is increased trust, there is less 
need for surveillance. And it follows 
from all these provisions – there 
must be real influence. There is an 
obligation for both parties to actively 
participate in the co-operation, i.e., 
both employer and employee.” (L1)
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There was a great degree of trust in everything that 
was deemed “new” and trending, which, in turn, limited 
the possibilities for raising any more fundamental 
questions, unless they fell within the established 
scope, such as performance measurement: 

Furthermore, these technologies are introduced with 
the promise of increasing efficiency, productivity, and 
profit or creating new value streams and reducing the 
need for future hires, which also means that trade 
union representatives have limited possibilities to 
stand against these goals: “Mostly it is introduced to 
increase efficiency by automating repetitive tasks. 
We have for instance had rather high ambitions for 
future growth and this growth should preferably 
happen without hiring new people” (F4).

Informants also felt that one maybe 
becomes a little too trusting and confident 
due to the very existence of company-level 
agreements, but these agreements still 
need to be enforced; due to the high levels 
of trust, one often seems to rest on one’s 
laurels. This has also been identified by 
several informants as a potential danger of 
the system.

Informants also felt that one maybe becomes a little 
too trusting and confident due to the very existence 
of company-level agreements, but these agreements 
still need to be enforced; due to the high levels of 
trust, one often seems to rest on one’s laurels. This 
has also been identified by several informants as 
a potential danger of the system. Moreover, given 
the existence of these agreements, which underpin 

“It’s new technology and you feel 
like you just have to have it. You can 
discuss it and ask questions and 
things like that, but at the end of the 
day I think it’s difficult for trade union 
representatives to put their foot down 
and say that we don’t actually accept 
that. It does happen and it has been 
done, I know that. Especially when 
it comes to systems that measure 
performance at an individual level.” 
(L2)

“You just think that this is something 
good, without thinking about what 
it can be used for. I think it can be 
smart to be a little critical of its use, 
but at the same time, if you don’t use 
it, you get left behind.” (F1)

“We don’t stand on the barricade 
and say no to new technology per 
se. If we were, I think we would have 
[been] dismissed as discussion 
partners quite quickly. But as soon 
as something concrete comes up in 
relation to measurement and public 
disclosure, we react immediately. And 
that’s where we specifically say no if 
we think it’s not appropriate or useful. 
[…] for instance, public disclosure of 
individual results.” (F3)
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the trust in leadership, we have also observed that 
several informants conceived of, for instance, the 
issue of “function creep” as a case of a few “bad 
apples” in the organisation, rather than as a systemic 
feature of the platformised management systems 
and data collection (as shown by research): 

Participation in user groups is not the 
same as dialogue about consequences; 
the purpose is optimisation of the 
technology in question, not an evaluation 
of its consequences for workers. The two 
processes should therefore not be confused.

Informants also noted time and again that it is 
extremely difficult to challenge the introduction of, in 
particular, technologies supplied by Big Tech, such 

as Microsoft, as well as software often integrated 
into the Microsoft platform and supplied by third 
parties. The same went for getting a sense of 
data flows. Internal software development or the 
implementation of more specific tools would more 
often involve local users and at times trade union 
representatives in user groups and testing when being 
rolled out. But participation in user groups is not the 
same as dialogue about consequences; the purpose 
is optimisation of the technology in question, not 
an evaluation of its consequences for workers. The 
two processes should therefore not be confused. It 
has also proved to be difficult to challenge the sales 
arguments of tech companies selling their products 
with promises of effectivisation and cost-cutting, 
but with little thought about the impacts on workers:

“We hear only their version, their 
sales arguments. It is very difficult 
to challenge or to know what this 
product will mean in practice. 
It is impossible to know the 
consequences […] but we have good 
dialogue and both HR and legal 
are involved, and we see that legal 
is also asking questions […] and 
they have a lot of experience with 
risk assessment […] so I feel the 
processes are good, but at the same 
time, we never get the whole picture.” 
(FG1)

“We have the company-level 
agreement, it says what data can be 
collected and how it can be used. 
I have had some episodes where 
maybe some more eager manager 
would use the data in a wrong way, 
but that is a pretty long time ago 
now.” (F4)

“Sometimes, there is local creativity. 
For instance, HR says, we need to 
investigate. It is a large bank, and 
there are possibilities, you never 
have a guarantee. It is not that there 
is necessarily ill will, it is more that 
some people are just being a little too 
creative.” (F2)
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While challenging Big Tech and third-party suppliers 
may prove difficult from the position of the local 
trade union representative, there is some scope 
for negotiating how certain technologies are used 
locally and what is an acceptable use for workers; 
this often requires finding a balance and compromise 
between the interests of the organisation, such as 
optimisation and monitoring, and the interests of 
the workers, such as privacy, autonomy, discretion 
and trust. For instance, finding a “balance between 
the employers’ desire for effectivity and the risk that 
this will have negative consequences for workers’ 
health […] in particular older workers and those in 
more a vulnerable situation” (L2). 

3.4 Performance measurements, 
algorithmic management and the “data 
gaze” in practice

White-collar workers in finance are in no sense 
a homogenous group; as our interviews have 
shown, the exposure to monitoring, algorithmic 
management, performance measurement systems 
and the top-down data gaze varies significantly 
between different functions and so do the effects 
of these systems. This complex reality also makes 
it difficult for trade union representatives to orient 
themselves in the effects and issues connected to 
these systems, as they play out very differently in 
different parts of the organisation. Overall, however, 

all informants agreed that monitoring and pressures 
have increased with digitalisation: 

The invasiveness of these systems is obvious to new 
entrants into the financial industry, but after a while, 
as several informants pointed out, one gets used to 
this level of control and insight – especially in some 
functions, and stop noticing it or adjust working 
practices so that it becomes less noticeable: “in the 
beginning of my employment, I would for instance 
receive message from my supervisor: now you were 
too long away on [a] toilet break, you should not do 
that, that was typical” (FG1).

The result of individualised performance 
management systems was, according to 
our informants, increased pressure and 
competitiveness, as well as individual 
responsibilisation, a self-centred way 
of working that was not conducive to 
workplace solidarity or collegiality, thus 
resulting in a sense of alienation.

The result of individualised performance 
management systems was, according to our 
informants, increased pressure and competitiveness, 
as well as individual responsibilisation, a self-
centred way of working that was not conducive to 
workplace solidarity or collegiality, thus resulting 

“I have worked in a bank since 1995, 
and we have always been measured 
on sales and number of phone calls, 
so that is not new. But what is new, is 
that everything is measured now, all 
departments in the bank and it is so 
much more detailed […] there is more 
and more you should do in the same 
time, more pressure and everything is 
recorded.” (FG1)

“The challenge is really with the Big 
Tech giants, who do not operate 
with the same culture and mindset. 
It will be interesting to see if we 
can influence technologies like that 
at all, likely not at local level […] it 
is also extremely difficult to dig 
into these technologies, they are 
always updating, evolving, adding on 
functionality […] often we think, here 
we should have been involved.” (F4)



47Algorithmic Governance and Co-determination in Norway

in a sense of alienation. These trends were further 
described as being reinforced by home office, which 
was available for certain functions. Some also 
hinted at the immorality built into these techno-
managerial systems incentivising individuals to 
focus on themselves and their performance at the 
expense of the collective good or clients:

This individualisation built into both the algorithmic 
systems and managerial approaches also translated 
into individual responsibilisation. Hence, while the 
management system was seen as incentivising 
hyperfocus on sales, for instance, it was the 
responsibility of the individual worker to navigate 
the legal and ethical landscape, and comply with 
various professional standards, and certification 
and ethical training received on the job. “If you find 
that someone is perhaps acting a little on the edge 
of the regulations, it’s easier to point the finger at an 
employee than to take it up at management level” 
(L2).

This individual responsibilisation also pertains 
to acquiring security awareness and other 
competencies, something the trade unions saw as 
being important to challenge:

The informants also spoke at length about all the 
data that gets collected and consequently forms 
the basis for evaluations; again, there was a sense 
that this data does not present the whole picture, 
while pushing workers away from professionalism 
towards a hyperfocus on sales and personal 
rewards. 

“There are a lot of courses in security, 
short courses, you have to take, 
and that are tracked. A lot of it is 
designed in a way so that you are 
responsible, you have to make your 
own assessments, and yes, it can be 
important and good, but you have to 
secure a balance between employer 
and employee. Because they cannot 
just say, we responsibilise the 
employee and it is their responsibility 
that they do not click on suspicious 
links. Our task is to prevent this 
individual responsibilisation.” (F4)

“Now they have full insight into how 
many emails you answer, how many 
phone calls you make, how many new 
sales you have… In other words, how 
much you talk to the customer about 
what, how long each conversation 
lasts […] The consequences are 
discussed at staff appraisals and 
your evaluation based on the data 
[…] There’s a lot of focus on selling 
more products in particular, and it’s 
becoming increasingly noticeable 
that there’s more and more focus on 
selling other things.” (FG1)

“it’s a system that facilitates 
opportunism […] we’re measured on 
everything, and it’s linked to what we 
earn, to salary negotiations. It will 
always be that you think of yourself 
first, you think, what do I have to do 
to get more pay when. Then you’ll say 
that you have to chase the KPIs, not 
think about the good, community or 
what’s morally right.” (FG1)
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This focus on “sales” monitors also in both the 
granular monitoring and the incentivisation of 
customer care workers on chat to also “sell”, even 
though what counts as a “sale” in the statistics is 
not necessarily an actual “sale”:

Customer care employees, in particular, are among 
the most monitored; here much of the work is 
sought to be automated and optimised through the 
use of chatbots, which have become the initial point 
of contact. This has had an immediate impact on 
customer service workers on chat, while also having 
ripple effects on others in customer care: 

The way the chatbot is programmed and designed 
thus also impacts on the very notion of what it means 
to be human and is negotiated in these interactions. 
But the “behaviour” of the chatbot and the pre-
handling of customers also has further implications 
for customer service workers: “Sometimes we see 
the chatbot goes on for too long until it lets them 
through to us, so the customer becomes annoyed” 
(F6).

Given that customer service workers are 
also evaluated by customers, this can 
have potentially negative consequences 
for workers, who take the blame for the 
chatbot causing dissatisfaction.

Given that customer service workers are also 
evaluated by customers, this can have potentially 
negative consequences for workers, who take the 
blame for the chatbot causing dissatisfaction. 
Customer service is also typically reachable through 
multiple platforms: chat; phone; and email. Many 
customers tend to use all three, often at the same 
time, when trying to get through, increasing a sense 
of pressure. But the chat function also transforms 
the way one handles cases: 

“They check how many conversations 
we have in an hour, how long we use 
on a chat, what is its content, look at 
how much is what we call ‘sales’, for 
instance that we invite the customer 
for a savings meeting and they say 
yes, or book a meeting with financial 
adviser, that counts as a sale for me, 
even if it does not necessarily lead to 
a sale […] but if it leads to sale, there 
is something like a volume, and it 
also counts for me; it results in a sale, 
the leader can see I am good with 
selling.” (F6)

“The customer first meets the chatbot. 
It tries to help the customer and what 
we experience is that the chatbots 
give mostly correct answer, but the 
customer does not read it. They write 
they want to talk to human. And we 
often just copy the same answer from 
the chatbot to the customer, and

then they are happy. Of course, not 
always, but rather often. […] and often 
customers want confirmation you are 
human. […] Before, we used to have 
the idea that the customer wants 
us to appear as professional and 
distanced as possible. But now, if you 
do that, they think you are a chatbot. 
If you are professional, you have to 
add in more polite or nice words or 
dialect.” (F6)
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Correct interpretation of the data is key 
and dependent on the local manager; 
relying solely on the dashboard would lead 
to radically wrong conclusions. 

Still, more complex cases often require handling 
over the phone; something that impacts these 
statistics. Experienced customer service workers 
may also have paradoxically “worse” performance 
numbers because they are forwarded complex 
cases that take longer to resolve. While the whole 
team benefits from eventually learning how to 
resolve such cases in the future, and from having 
someone able to answer, this translates into “bad” 
numbers on the dashboard. Therefore, correct 
interpretation of the data is key and dependent on 
the local manager; relying solely on the dashboard 
would lead to radically wrong conclusions. 

While the data from chat conversations is further 
used to train the chatbot, the metadata about worker 
performance is also actively used by the workers 
themselves in salary negotiations, which are again 
highly individualised. “In the salary discussion, it is 
most important to sell yourself […] you are at war 
with maybe the 15 others in your team. You have to 
argue for why you should get more” (F6).

There was perpetual tension between the 
measurement of individual performance and team-
based performance. While in everyday practice, 
managers relate to team results as a whole, which 
is also in alignment with company-level agreements 
on performance measurements, the individual-level 
statistics and data are, at the same time, known to 

them and are actively used in salary negotiations 
by both parties. As a consequence, it may be more 
difficult to argue for the correct interpretation of 
the data in this context, and teamwork or spending 
time on complex cases can effectively be penalised, 
as, from the perspective of the data gaze, they are 
seen as underperforming, unless the local manager 
shows the necessary discretion.

This granular surveillance and algorithmic 
management of the workflow in customer 
service not only limited the employees’ level 
of autonomy, but they also experienced 
being mistrusted should they choose to 
work from home.

This granular surveillance and algorithmic 
management of the workflow in customer service 
not only limited the employees’ level of autonomy, 
but they also experienced being mistrusted should 
they choose to work from home. Even if they had 
that opportunity on paper, it was largely taboo: 

A trade union representative reflected on this by 
comparing customer care workers to brokers, 
who, too, are heavily monitored and measured by 
experience but have a far higher degree of autonomy 
and financial rewards:

“We want more customers over on chat 
because we can manage more customers 
in an hour on chat than over [the] phone. 
When on chat, we have three to five chats 
open at the same time. That you cannot 
do on the phone. We can manage eight 
to ten on chat as opposed to five to six on 
[the] phone in an hour.” (F6)

“We have the possibility, but we do 
not feel like we have the possibility. 
You are viewed with suspicion. You 
have to have a really good reason 
to sit at home. We do not have the 
necessary trust for them to let us 
work from home. This is not how it 
should be.” (F6)
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At the other extreme are, for instance, highly skilled 
workers in the IT development, likely also pertaining 
only to some teams, who experience a lot of 
autonomy and view financial institutions from their 
perspective more as “knowledge companies”, while 
experiencing high levels of trust from management 
at the same time as suggesting that measurement 
would be futile in this type of job: 

“Our brokers, they’re not sick but they are 
the ones who are measured the most. 
But then you have call centre employees. 
They are also heavily measured, but 
they are often sick. So, it’s difficult to 
say that it’s the measurement itself 
that makes people sick. I think it’s more 
about the experience of autonomy in 
the position and perceived flexibility. 
Customer service is part of a system that 
is much more rigid. They have a traffic 
management centre that decides when 
they should be at work. When they should 
take their lunch break, when they should 
be at work, when they can take leave. The 
traffic that comes in is not something 
that they can influence that much, 
because so many people try to reach 
them. But if you’re working with a niche 
product and you’re talking to a smaller 
number of people, or you’re the one who 
decides what currency strategy to adopt, 
you have a different responsibility. Even 
though you’re also locked to the desk in 
that way, really.” (F3)

“I feel very privileged with the job I 
do. I have a lot of trust in and from 
my managers and leaders […] there 
is nobody really measuring my 
performance. […] How would I even 
measure performance in my own 
everyday work, my productivity. If 
I did, using some of these tools, it 
would not reflect what I have actually 
done, [would] it? What should I 
measure to measure my productivity? 
Should I track the number of emails? I 
don’t know. […] As long as everything 
flows fine and deliveries come when 
they should, there is nobody tracking 
me or my work or what I do when.” 
(F5)
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3.5 “Governing the soul”: Measuring the 
“temperature” in the workplace 

While the use of algorithmic and digital systems in 
work organisation and in performance measurements 
has been, to a large degree, normalised, generally 
no longer questioned and largely accepted, or not 
seen as problematic by the workers themselves, 
questions were raised across several workplaces, 
in both the financial services and publishing, when 
the employer purchased Winningtemp110 software 
to evaluate the “temperature” at the workplace, 
marketing itself as being “founded on a simple yet 
powerful idea – to mix science, intuitive data and AI 
in order to help leaders to unlock the full potential of 
their team”.111

Winningtemp offers employee surveys, people 
analytics, team insights, data-driven actions 
and more, promising to measure so-called 
“temperatures”: “The temperatures were developed 
together with leading research scientists at 
Gothenburg University. A temperature measures 

one specific area that affects organisations’ biggest 
challenges; employee engagement, employee 
turnover or sick leave.”112

The product primarily promises to increase 
engagement and help reduce sick leave, stress 
and turnover. In practice, based on our informants’ 
accounts, it replaces the traditional annual 
surveys of the working environment with short 
questionnaires sent out every two weeks to 
measure the temperature in the workplace. These 
questionnaires would, according to our informants, 
be answered with only one of four smileys – positive, 
very positive, negative or very negative (Figure 3) – 
in addition, there is the possibility to write in free 
text but, as several informants noted, this option 
was often avoided for the fear of being identified 
based on how one expresses oneself, in particular in 
small teams. There was no neutral smiley, which, as 
several informants noted, created great frustration 
as one was not allowed to be neutral for a certain 
question. 

Figure 3. Screenshot from Winningtemp. 

https://www.winningtemp.com/employee-surveys
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Unlike traditional working environment surveys, 
which should also be designed to incorporate many 
questions relating to organisational structures, 
workload, health and safety, and more, these 
“scientific” questions were purely oriented towards 
individual psychology: monitoring of emotions, 
and emotional reactions, satisfaction with leaders, 
and gauging levels of enjoyment, engagement, 
motivation, commitment and so on. This focus on 
individual psychology is symptomatic of the larger 
individualisation of the workplace, but also of the 
desire of the employer to have ever-more control 
over how workers “feel” and not merely how they 
perform; this has been analysed as the turn to 
“governing the soul” and a quest to shape the private 
self of workers.113 It is no longer enough to just 
satisfactorily perform your tasks, now you also have 
to display joy. 

The software is sold to employers with the promise 
to predict (and thus, also potentially decrease), 
based on these “temperatures”, dissatisfaction, 
sick leave and work terminations. “The idea is that 
the leader or manager can go in and implement 
measures before for instance something results in 
a long-term sick leave” (F4). 

The marketing also suggests that the software 
is using AI, which feeds different questions to 
different workers based on their previous answers, 
thus storing their personal history of answers and 
tracking their emotional evolution in the workplace 
from the first time they answer onwards. This has 
not been understood by those interviewed, as several 
believed that all workers receive the same questions 
and that leaders can use the answers to address 
concrete dissatisfaction. Also, while it is promised 
that answers are anonymised – typically one needs 
at least a team of five to send out questionnaires – 
there were repeated concerns that managers could 
easily understand who answered what or who was 
dissatisfied. Others said that many would just use 
happy smileys to avoid attention, or just refused 
to answer. Another noted that the system was 
irrelevant to the way they were organised, as it was, 
for instance, time and again unclear which leader 
they should say they were happy or unhappy with, as 
they worked in several teams under several leaders 

– “it does not work at all with our organisational 
structures” (F5). Others argued that

The introduction of this system was seen 
as more invasive than other software 
designed to measure performance or 
track productivity. From the managers’ 
viewpoint, it was seen as complementary 
to these systems, adding extra insight into 
how workers feel, which could be matched 
to the performance data of the team.

The managers can view a dashboard, which provides 
results on certain key metrics at several levels – from 
their team to the total organisation. And as a sales 
representative noted during our conversation at the 
HR Tech 2024 conference, under certain conditions, 
it is indeed possible to tap into individual answers, if 
needed by the management. Overall, the introduction 
of this system was seen as more invasive than other 
software designed to measure performance or track 
productivity. From the managers’ viewpoint, it was 
seen as complementary to these systems, adding 

“People would get fed up with 
the system, as they would keep 
answering but never hear anything 
back from management about this 
[…] I think it is overall a very weird 
system. You are forced to have an 
opinion, or emotion, on something 
you do not have any opinion about or 
is not even relevant. I then vote red 
[angry smiley], to say that this was 
a really bad question. But will it be 
interpreted like that? Actually, it is 
not important for me, I don’t care. […] 
But I am very sceptical [of] the whole 
system, it is not followed up openly 
by the leaders. What is the data for?” 
(PI1)
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extra insight into how workers feel, which could be 
matched to the performance data of the team.

At the same time as using Winningtemp as a team 
leader, the informant also had to answer these 
questions for their leader. In that context, remarking 
that 

The ways in which people understood 
or misunderstood how this algorithmic 
system was designed to work thus clearly 
influenced the results it would serve the 
managers, challenging arguments about 
its “scientific validity”, predictive value or 
objectivity or its suitability as a decision-

making support. It is highly unlikely that 
the system would have accounted for the 
various intentions projected onto it – from 
the faking of happiness to assigning an 
angry face to flag questions perceived as 
stupid or irrelevant.

The ways in which people understood or 
misunderstood how this algorithmic system was 
designed to work thus clearly influenced the results 
it would serve the managers, challenging arguments 
about its “scientific validity”, predictive value or 
objectivity or its suitability as a decision-making 
support. It is highly unlikely that the system would 
have accounted for the various intentions projected 
onto it – from the faking of happiness to assigning 
an angry face to flag questions perceived as stupid 
or irrelevant. In the end, the conclusion from users 
would be that

The fact that other performance monitoring and 
algorithmic management systems no longer 
raise many eyebrows, as opposed to tools such 
as Winningtem, is perhaps not surprising, as the 
aforementioned systems often run in the background, 
using the data exhaust of everyday work and are to a 
large degree invisibilised to workers or seen as mere 
tools (the metadata for managerial purposes are 
often the byproduct of these tools). In distinction to 
these systems, Winningtemp demanded both time 
and direct attention, and even if answering these 
questions was designed to be quick, they appeared 

“Winningtemp is only concerned with 
the personal dimension, wellbeing 
and so on, but does not cover 
performance and deliveries. For that 
I am dependent on other systems. I 
can see Winningtemp results for my 
team, and then I have other own small 
health checks on how people are 
doing.” (F5)

“I chose myself what I answer, you 
must understand that this will be 
used. So, if there is something I think 
should not be followed up, I answer 
positively and if there is something 
that should be addressed, I use the 
angry face. […] You have to be aware 
yourself that this will be used.” (F5)

“If you want to have good data, you 
have to sit down and talk to the 
employees. Good, long talks. You do 
not get good data by sending out a 
questionnaire with 20 questions every 
two weeks. I think everyone should 
just understand that.” (F5)
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to generate a far greater degree of frustration, as 
the system was asking questions that were seen as 
invasive, personal, directed at emotions and often 
irrelevant from the perspective of the workers. Much 
of the frustration came from being asked the wrong 
questions. 

While much is pre-defined in the system, which 
purports to build on certain psychological studies 
and is thus sold as a scientific form of assessment, 
providing “objective and validated data” for decision-
making by management, the implementation differed 
across workplaces, depending on the strength of 
the unions and their dialogue with the management. 
In one case, the trade union representative was 
just informed about the introduction of the system 
two weeks prior, without any possibility to discuss 
this, and when asked about whether the questions 
could be adjusted to become actually relevant to 
the workplace, the answer was that “HR is afraid to 
change the questions, because they are ‘scientific’ 
[…] and that the consultant from Winningtemp said 
they should not change the question as the results 
would then not be valid anymore” (PI1).

The trade union representative said in a subsequent 
presentation of the system by the consultants that 
the system was flawed: 

The introduction of the same system in another 
company played out very differently; here, the 
trade union representative was involved in the top-
level group responsible for its introduction and 
actively contributed to the selection and addition of 
questions: 

These examples of different procedures 
and outcomes of the implementation of 
the same software therefore show that 
active trade union representatives, with 
an understanding of technology and data, 
and provided they have well-functioning 
systems for co-determination, can influence 
how technologies are used and interpreted 
and with what consequences for the 
workplace, to a certain degree.

These examples of different procedures and 
outcomes of the implementation of the same 
software therefore show that active trade union 
representatives, with an understanding of 
technology and data, and provided they have well-
functioning systems for co-determination, can 
influence how technologies are used and interpreted 

“I told them people are going to 
boycott it, those are idiotic questions 
we are getting every other week 
and do not know why, and then 
the director reached out to me and 
attacked me saying I am trying to 
destroy everything for everyone, for 
the company. […] I spoke with the 
others [workers], now we mostly 
answer with happy smileys to avoid 
trouble.” (PI1)

“there are pre-set questions, but we 
have removed some and then we 
have also added our own, and we 
changed some of them, so people 
do not misunderstand and then we 
also encouraged that they comment. 
[…] the idea was to have a continual 
follow up and to work with it actively 
afterwards, to discuss it in the team 
or department. […] we were involved 
a lot, as it is important it is used 
correctly, and how the data from this 
system is then used; we argued that 
it cannot be the point to always have 
green, green, green.” (F4)
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and with what consequences for the workplace, to 
a certain degree. This brings us to the possibilities 
of influencing these technologies and how they are 
shaped by different organisational contexts. 

3.6 Negotiating the data gaze: 
From informational asymmetry to 
organisational contexts 

All trade union representatives placed an 
emphasis on the existence and importance 
of company-level agreements that 
regulate performance measurement and 
quantification, as well as the use of data 
collected through diverse algorithmic 
systems.

In all workplaces, trade union representatives 
reported that there are largely well-established 
routines for the negotiation of performance 
measurement systems, and the use of data 
generated by algorithmic and digital systems used 
by workers. All trade union representatives placed 
an emphasis on the existence and importance 
of company-level agreements that regulate 
performance measurement and quantification, as 
well as the use of data collected through diverse 
algorithmic systems. A desirable system for co-
determination on these matters, according to our 
informants, would at the bare minimum include the 
following: 

Our informants also emphasised their role in 
enforcing company-level agreements, while 
simultaneously highlighting their dependence 
on individual employees bringing issues to their 
attention:

“At the very least, employee 
representatives must be involved 
in the procurement phase from the 
outset. You must ensure that the 
employee representatives have 
this knowledge. At the same time, 
employees must also be given 
access to, i.e., the opportunity to find 
information about which systems are 
used in the organisation to collect 
information. Certain rules must be in

place to ensure that there is always 
a person with decision-making 
authority who is formally responsible 
for the process and who has the 
ability to override any decisions made 
by the algorithm-driven system. It 
must be made clear that decisions 
are made using algorithms and that 
there must be the opportunity to 
explain which premises are used 
as a basis. There must be rules for 
evaluating the systems […] There 
must be measures to ensure that the 
system does not have discriminatory 
results.” (L2)

“Our company-level agreement 
stipulates that all introductions of 
new measurement systems must be 
discussed with us. And I’m not going 
to say that the agreement isn’t being 
breached, but there’s an agreement 
that we should comply. And it’s clear 
that there are probably some creative 
souls down the line who suddenly use 
this [data] for something they’re not 
supposed to use it for. But then people 
are very quick to contact us and ask, ‘Is 
this okay?’ And then we start digging 
into it, and then we say, well no, this data 
is not supposed to be collected for this 
purpose, so we can’t use it.” (F2)
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It appeared that breaches of company-level 
agreements and practices that were not deemed 
appropriate were also discovered more case by 
case and accidentally: 

Concerns were often raised about how data would 
be used, despite admissions that establishing the 
facts of these matters was often close to impossible 
given the multitude of digital systems, of which even 
management was said not to have a full overview. 

Management and leaders often make claims 
to have holistic access to organisational 
data, a “single source of truth” (to use the 
IT expression) about the organisation and 
every worker, and hence, a better view 
than trade union representatives; this data 
will be presented as objective because it 
is data-driven and total. The qualitative, 
embodied, collective and organisational 
knowledge of trade union representatives 
and workers is presented as partial, as 
incomplete, as emotive, as a few stories of 
“disgruntled employees”, and hence, not 
representative, and thus, irrelevant as a 
basis for decision-making.

On one hand, the employer is also said not to have 
a full overview, “There are so many algorithmic and 
digital tools, I have no overview of what we have, 
what is used, what we have access to; the list is so 
long, I have no overview” (F5). While, on the other, 
management and leaders often make claims to 
have holistic access to organisational data, a “single 
source of truth” (to use the IT expression) about 
the organisation and every worker, and hence, a 
better view than trade union representatives; this 
data will be presented as objective because it is 
data-driven and total. The qualitative, embodied, 
collective and organisational knowledge of trade 
union representatives and workers is presented 

“The only thing I know is that we’ve 
addressed this with [Microsoft] 
Teams. Because we discovered by 
chance that there was a manager 
who said, ‘Be careful what you 
write in Teams, because someone 
is watching’. And then we were like, 
what? Then we started investigating 
and it turned out that they were 
recording all of Teams’ conversations, 
because you have customer contact 
and things like that [which you are 
legally required to record as a bank], 
so they recorded everything you do 
in Teams. […] So now we have an 
intermediate solution. They record 
everything, but nobody uses it. You 
can’t separate who you can record 
and who you can’t [i.e., conversations 
you are legally required to record 
from those you do not have to 
record].” (F1)

“The concerns are generally about 
data. There are also concerns about 
how it will be used. Whether the 
information collected will be used 
against employees. Whether it will 
be used in a later review or appraisal. 
Whether it will be used in a case if a 
conflict arises, for example. Whether 
this information can be retrieved 
then.” (L2)



57Algorithmic Governance and Co-determination in Norway

as partial, as incomplete, as emotive, as a few 
stories of “disgruntled employees”, and hence, not 
representative, and thus, irrelevant as a basis for 
decision-making. The hands-on knowledge of trade 
union representatives becomes delegitimised in 
comparison with this datafied knowledge of the 
employer, which is afforded a superior value in 
the current cultural climate. At the same time, the 
information asymmetry deepens:

The specialised and expert knowledge needed to 
understand digital systems is also preventing trade 
union representatives from partaking in discussions:

The fact that these decisions are often in the hands 
of experts was also confirmed by other informants: 

The fact that the technologies 
appear overwhelmingly complex and 
uncontrollable, their effects hard to grasp 
and that many have become so used to 
both using technologies and being subject 
to the “data gaze” of managerial and 
control systems that they no longer actively 
reflect on these conditions shaping their 
working lives, means that it is even more 
difficult to create an awareness about the 
operations of power in the workplace in this 
digital age.

“Suddenly, we have a new 
administrative director, and he is 
good with economy and data and 
then he uses all this data, from across 
the organisation and says, suddenly, 
this department is inefficient. We 
close it down. And we, as trade union 
representatives, we could not see that 
one coming because we do not have 
the same access to the system or 
transparency.” (FG1)

“There’s an imbalance in how much 
knowledge people have, and that’s a 
problem, especially with all the new 
systems that are coming in. People 
find that if they don’t understand the 
system, […] they can’t comment on it 
or discuss it with their employer.” 

“So, they leave that to the employer 
and the IT department or the HR 
department […] But it’s not like you 
have to understand the systems to be 
able to discuss the principles here.” 
(L2)

“I don’t know much about other 
data flows […] it is so fragmented. 
It is actually cybersecurity that has 
responsibility and knows most about 
this […] I know things like SharePoint 
can be challenging, I can see all the 
time who has been in documents 
but there are limitations on access 
to certain files of course and other 
controls.” (F3)
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Many of our informants expressed that they knew 
too little about the digital transformation, algorithmic 
management and new technologies and that 
orienting themselves in the field, and understanding 
the consequences of data-driven technologies 
on workers, was extremely difficult. In particular, 
they have many other tasks and responsibilities, 
which often overshadow these more structural, 
systemic and abstract concerns (e.g., discussions 
about privacy, data collection). The fact that the 
technologies appear overwhelmingly complex 
and uncontrollable, their effects hard to grasp and 
that many have become so used to both using 
technologies and being subject to the “data gaze” of 
managerial and control systems that they no longer 
actively reflect on these conditions shaping their 
working lives, means that it is even more difficult to 
create an awareness about the operations of power 
in the workplace in this digital age. 

Trade union representatives emphasised the 
need to actively work vis-à-vis leadership to 
create an understanding that investing in 
existing employees and capacity building is 
what pays off in the long run.

The rapid pace of technological development, 
the perpetual upgrading of digital systems and 
experimentation with the use of generative AI tools, 
such as Microsoft Copilot or ChatGPT, has placed 
renewed emphasis on training and development, 
as well as on the participation of trade unions in 
discussions about guidelines for the responsible 
use of these technologies. The emphasis on learning 
and participation as being key to productivity and 
innovation has been an integral part of the Norwegian 
model and is also enshrined in many of the collective 
agreements.114 Therefore, it is not surprising that 
trade union representatives demand that workers 
receive the necessary training or reskilling to remain 
competitive and productive. In particular, trade union 
representatives emphasised the need to actively 
work vis-à-vis leadership to create an understanding 
that investing in existing employees and capacity 
building is what pays off in the long run. “We have 
always been particularly interested in raising issues 
about competence development and ensure that 
there is a focus on that among leaders” (F4).

“I think it is necessary to understand 
algorithmic governance and 
to become part of steering the 
development and take the place at 
the negotiation table that is our right; 
we need competence and capacity 
building for both employees and 
trade union representatives […] I really 
hope these questions will come up 
higher on the agenda, we need to 
understand these digital systems and 
their consequences” (FG1)

“Ahead, we need to ensure that we 
both use technologies efficiently, 
but also have clear boundaries and 
frameworks. We must always be 
able to override decisions manually. 
We must always be able to exert 
control over these systems. And that 
is the real challenge. […] We must 
have focus on being a workplace for 
humans and not machines. We have 
to have focus on the whole human.” 
(F4) 



59Algorithmic Governance and Co-determination in Norway

The question is whether in some cases “real 
consent”, as one of our informants put it, 
is needed and how pressure to disclose 
information can be reduced.

Another general issue that was subject to much 
discussion was the question of informed consent, 
which is by default severely limited in the work 
situation, as one is expected to use technologies 
that collect various data by default. But the question 
is whether in some cases “real consent”, as one of 
our informants put it, is needed and how pressure to 
disclose information can be reduced:

There were also concerns about the ways in 
which the introduction of digital whistleblowing 
channels, in compliance with regulation, is shaping 
how complaints and critique are formulated 
and individualised: rather than using the co-
determination channels and trade unions, workers 
are encouraged to use various digital speak-up 
channels, which can in some cases transform 
organisational, collective and systemic issues into 
personnel and individualised issues. “My personal 
experience is that it is often right that they speak 
up, but that maybe the whistleblowing channel is 
not the best channel, that issues should have been 
escalated through the co-operation channels with 
us” (F3).

There were clear differences between 
multinational financial institutions 
headquartered outside of Norway and 
large and smaller financial institutions 
headquartered in Norway. In particular, 
those with headquarters outside of Norway 
reported on the difficulties of being heard 
and having a substantial impact.

In particular, in financial institutions headquartered 
outside of Norway, there was a tendency to resort 
to digital systems that would “work everywhere”, 
irrespective of jurisdiction, and that were portrayed 
as “best practice”, without necessarily taking 
properly into account the Norwegian model and 
regulations. These discussions brought us to the 
interesting question of the impact of organisational 
contexts on the possibilities of co-determination 
with respect to algorithmic governance. There 
were clear differences between multinational 
financial institutions headquartered outside of 
Norway and large and smaller financial institutions 
headquartered in Norway. In particular, those with 
headquarters outside of Norway reported on the 
difficulties of being heard and having a substantial 
impact: 

“We’ve sort of introduced something 
called real consent. We say that if 
they’re going to publish data about 
yourself, sales competitions and top 
three lists, there must be genuine 
consent from the individual. But, yes, 
in reality there is such pressure to 
publish… […] we argued there should 
not be pressure […] often those at the 
bottom of the statistics think that is 
uncomfortable.” (F2)

“We do not meet with top leaders in 
Norway. They have a system, different 
culture […] And they have more 
workforce in (headquarters location) 
than here, we are very small […] we 
know that we use AI, because we hear 
it from management, but we do not 
know what it is used for, what does it 
mean for the employee. […] Because 
of the EU regulation we now have the 
EWC (European Works Council), so we 
have meetings there, but there is little 
dialogue […] just two times in a year 
[…] also those outside Europe do not 
participate, that is a problem.” 
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Another informant remarked that

Despite this, the institutional power and regulation in 
Norway enabled the trade union representatives to 

act even in the context where many decisions were 
taken at headquarters outside of Norway:

The Norwegian workers enjoyed greater 
protection, but would, for instance, risk 
being outcompeted or sized down in periods 
by more competitive and more easily 
controllable workers outside of Norway.

Those headquartered in Norway reported a higher 
degree of involvement and co-determination; this, 
however, did not necessarily translate to the other 
branches outside of Norway. There was thus 
not really an export of the Norwegian model; the 
Norwegian workers enjoyed greater protection, but 
would, for instance, risk being outcompeted or sized 
down in periods by more competitive and more 
easily controllable workers outside of Norway: 

[…] “But EWC is just employee country 
representatives, even if in the Nordic 
countries it is also often trade union 
representatives, but that is not the 
case in many other countries. […] The 
problem is that those with mandate 
in a project and power are not there 
[in the EWC meetings]. As a rule, it is 
someone else, just someone who goes 
through what they have discussed at 
the top. I see that sometimes they note 
down things and say we will take this 
with us, but I think I have never seen 
they changed something.” (F1)

“Much is decided at the Nordic level, 
and even if we are informed here 
and it is discussed, as long as it is 
not against the Norwegian law, the 
bank can do what they want. […] 
The headquarters live in a way on 
a different planet […] but locally we 
have a good well-organised system 
for participation and dialogue […] 
we try to encourage also more trade 
union activity and participation in 
other countries, but it is not always 
easy given local culture.” (F2) 

“We’ve had a small creeping 
introduction of measurement 
systems from [headquarter country]. 
[…] Which we’ve had stopped because 
it wasn’t actually discussed with us 
beforehand. We are much stricter in 
Norway. […] There was a period when 
we had to measure how much time 
you spent on your computer. You had 
to log out to go to the loo or when you 
had training with a colleague. We’ve 
actually stopped that.” (F1) 
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All informants emphasised that, despite established 
forums and well-organised co-operation, there 
are often problems with influencing “prestige 
projects” (F2), that is, often both technological and 
organisational forms of restructuring in which the 
management invests in terms of reputation building. 

Another organisational dimension that has been 
greatly impacting the possibility for co-determination 
has been the agile restructuring of the financial 
sector enabled by digitalisation. Both in Norway and 
elsewhere, we can observe a trend where financial 
institutions increasingly see themselves and seek 
to become reorganised and work as technological 
companies. From ING115 and the Russian Sberbank116 
to Norwegian banks, agile teams (as well as methods 
and mindset) and hubs are introduced, as are new 
modes of project organisation inspired by the 
Silicon Valley and companies such as Spotify and 
Google, which are more fluid, flexible and dislocated. 
As a result, leaders can be in another country, with 
workers working from home or exclusively digitally. 
As one of our informants put it: 

Agile modes of organisation, enabled by 
digitalisation, challenge the Norwegian model 
in multiple ways, from the organisational charts 
becoming fuzzy and floating, to workers shifting or 
having multiple leaders and managers, as they move 
from one project to another, making it difficult to 
establish lines of responsibility and accountability. 
Overall, we see that the Norwegian model is stronger 
with greater possibilities to negotiate the digital gaze 
and algorithmic governance in financial institutions 
headquartered in Norway, and in particular those 
that are smaller in size. Not surprisingly, the larger 
the organisation, the harder it is to exert influence; 
this is, in turn, particularly difficult in organisations 
headquartered outside of Norway. 

“There’s a fairly good understanding 
of roles, especially at the top. A little 
further down in management, there 
is a slightly more varying degree of 
familiarity with co-operation, co-
determination and participation. […] In 
Norway, we are very highly organised, 
this is not the standard for the 
finance sector in the world, actually 
[…] but in my experience, it is difficult 
to export this model, in [location of 
company office outside Norway] they 
have no tradition for trade unions.” 
(F3)

“We have employees who sit in 
Norway but have a leader in [another 
country outside of the Nordics]. They 
work in project groups, tribes and 
squads. […] they often never even 
meet in person […] all work is digitally 
mediated […] Those who were used to 
[having] their leader next to them – 
they do not work here anymore.” (F1)
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4. CASE 2: INSIGHTS FROM THE NEWS 
MEDIA INDUSTRY AND TRADE UNION 
REPRESENTATIVES

4.1 Unions, agreements and co-
determination in the media industry 

The parties negotiating in the media sector are 
mainly the Norwegian Union of Journalists (Norsk 
Journalistslag, NJ),117 representing the employees, 
and the Norwegian Media Businesses’ Association 
(Mediebedriftene, MBL),118 representing the 
employers. Most journalists and other editorial 
personnel in the news media industry – freelancers, 
employees and those on temporary contracts 
– are members of the NJ, a union with 8,500 
members (also counting students and retired staff). 
Most editors and media leaders are members 
of the Association of Norwegian Editors (Norsk 
Redaktørforening – NR).119 With its 800 members, 
the association has the role to “safeguard the 
professional interests and editorial independence 
of its members, ensure freedom of expression, 
public access to government documents, protection 
of sources, develop journalistic skills and defend 
press ethics and self-regulation.”120 However, the 
MBL is the media trade and tariff organisation in 
Norway, with approximately 324 members from 
different media organisations.121 It is a member of 
the Confederation of Norwegian Businesses (NHO) 
and the main negotiator in the media industry for 
independent news media organisations. For the 
national Norwegian Broadcasting Corporation 
(NRK), there is a separate agreement between them, 
the NJ and the employer association Spekter.122

Firstly, the general agreement between NHO and the 
NJ 2022-2025 (Hovedavtale mellom NHO og Norsk 
Journalistlag 2022-2025) regulates salaries, working 
hours, redundancies, and conditions of work and 
employment. Yet, the most important regulation in 
the context of this report is the §9 Information, co-

operation and co-determination,123 which regulates 
the influence employee representatives have 
on reorganisation and implementation of new 
technology. § 9-11 states that

The duty of providing information seems 
to be conceived as the main aspect of this 
agreement. Hence, the involvement of 
employee representatives and the rest of 
the staff does not normally take place until 
the decision about what technology is to be 
implemented has been made.

“The company shall keep the 
employees, through their union 
representatives, informed of plans 
and work in this area so that they can 
express their views as early as possible 
and before the company’s decision. […] 
Before actions are implemented, the 
company management and employee 
representatives shall individually and 
jointly ensure that the employees 
receive information about the 
purpose of the actions, their practical 
consequences, including how they will 
be implemented, and the estimated 
duration of the measure.” 124 
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The duty of providing information seems to be 
conceived as the main aspect of this agreement. 
Hence, the involvement of employee representatives 
and the rest of the staff does not normally take 
place until the decision about what technology is to 
be implemented has been made. A journalist talked 
about such a process in the interview: 

In the last decades, reorganisation and restructuring 
processes in the media sector have become the “new 
normal” and the implementation of new technology 
has been pursued as a resilience strategy.125 
Traditionally, the unions in the media sector have 
been perceived as strong, meaning that they have a 
great influence on the agreements and the general 
working conditions of workers in the sector. At the 
same time, after decades of redundancies and 
economic uncertainty, we can observe a trend 
towards more formalisation of co-determination 
and participation processes; again, this has also 
been partially supported by digitalisation processes, 
new modes of recordkeeping, HR systems and 
new software solutions for handling complaints 
and more. While disagreements and even conflicts 
traditionally seemed to be handled at the lowest 
level, the disposition towards documentation, 

written consensus and formalisation points towards 
the increasing use of higher-level official channels 
for decision-making; there appears to be more 
(formalised) activity at the top level, as opposed 
to the lower-level, more grassroots and informal 
initiatives of the past. The main agreement opens 
for special agreements §4 at the company level if 
both parties agree upon such adjustments.

Secondly, the general agreement in NRK 2022-
2025 is worded similarly, but the agreement places 
an emphasis on the joint responsibility in co-
determination processes. In §29 Organisation and 
implementation, it is declared: 

A joint duty or common responsibility could 
potentially empower employee representatives in 
co-determination processes. However, if interpreted 
explicitly, it can backfire and instead undermine 
the duty of the employer for involvement. NRK is, 
however, subject to the Freedom of Information Act, 
the Personal Data Act (GDPR) and the Transparency 
Act, all of which require NRK to disclose documents 
and information to the public – and thereby to both 

“I don’t know how many times we’ve 
changed systems. It’s many times. 
There’s an introduction session where 
we’re told that we’re going to change 
to a new system. We are then trained 
in it and given an explanation as to 
why. When we switched to (the new 
media company) we switched to 
what they use. Then we get training, 
explanations and an introduction. I 
feel it’s fine, but for a while there were 
a lot of changes at the same time, 
that was stressful.” (J2)

“It is a joint duty for management, 
employees and their employee 
representatives to take the 
initiative to and actively support 
and contribute to co-operation. 
Conditions must be organised so that 
the individual employee, possibly 
through their union representatives, 
can have a real influence on the 
company’s general work towards, 
among other things, increasing 
efficiency, reducing costs, improving 
the organisation’s competitiveness 
and value creation, utilising new 
technology and facilitating necessary 
restructuring.” 126
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parties. These acts strengthen the in-house trust 
as transparency is a ground rule. NRK also needs 
to comply with the public sector procurement 
regulations and has dedicated personnel working 
on purchases, testing and implementation of new 
technologies. There is generally high trust that NRK, 
as the employer, complies with these regulations and 
that proper procedures are followed; procurement 
decisions are rarely challenged or even subject to 
discussion. This top-down and trust-based approach 
with respect to technology, which also relies on trust 
in regulatory compliance, pertains to the news media 
industry as a whole, including the private sector.

Mostly, in all news media companies, new 
technology is decided from the top, from 
the media group or the management.

Mostly, in all news media companies, new 
technology is decided from the top, from the media 
group or the management. Or as our informants put 
it: “It’s always controlled from above and justified 
and legitimised by economy” (J2). “It’s never 
decided whether it would be nice to have this kind of 
technology. It never is. It’s introduced by the owner 
or management” (J5). 

The implementation of new technology follows a 
market logic rather than a practice-based logic. 
Even though these are not necessarily counterparts, 
the decisions about technological rearrangement 
are never bottom-up and task-oriented. A change 
in ownership and management also influences the 
technology in use: “The last major changes were 
when we became part of [new company], and then 
everything was moved up from us to the Group. So, 
there are completely different people making all the 
decisions” (J3). 

Decisions are normally taken far from the 
journalists’ everyday work and appear 
to be rarely questioned. The journalists 
we spoke to displayed high levels of trust 
in the personnel making decisions about 
the implementation of new technologies, 
trusting that they know what they are 
doing.

Decisions are normally taken far from the journalists’ 
everyday work and appear to be rarely questioned. 
The journalists we spoke to displayed high levels of 
trust in the personnel making decisions about the 
implementation of new technologies, trusting that 
they know what they are doing: 

Concentration of ownership, specialisation 
in competence relating to technology 
and outsourcing of IT services seem to 
impede the co-determination processes in 
the media sector relating to technology. 
Moreover, journalists are chronically time 
pressured, and in hectic everyday work, the 
focus is solely on their journalistic work. 
Concentration of ownership also means 
concentration of technology; journalists 
in Norway mostly use the same or similar 
technical solutions.

Concentration of ownership, specialisation in 
competence relating to technology and outsourcing 
of IT services seem to impede the co-determination 
processes in the media sector relating to technology. 
Moreover, journalists are chronically time pressured, 
and in hectic everyday work, the focus is solely on 

“I don’t think about it, because I know 
that before we use something new, 
there’s a whole bunch of nerds who 
have spent so much time on it. I just 
trust it blindly. Once they’ve made a 
decision that we’re going to use it, 
we use it […] I think that someone 
has that job. I don’t need to think 
about that. I just blindly trust that. 
Maybe it’s uncritical of me, but I don’t 
have the capacity to… And I can’t do 
anything about it either. But I can do 
something about my journalism.” (J1)
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their journalistic work. Concentration of ownership 
also means concentration of technology; journalists 
in Norway mostly use the same or similar technical 
solutions. That said, employee representatives are 
used, providing their input for adjustments and 
improvements, where possible, but centralisation 
of IT solutions and concentration of power impedes 
the possibility for their impact: 

The distance from the technological decision-
making authority challenges the possibilities for 
adjustments and tailor-made technology that was 
the case only a decade ago. Nevertheless, there are 
also examples of involvement from IT personnel: 

This process is, at first sight, somewhat in line with 
the traditional Norwegian workplace democracy 
and co-determination and participation processes. 
But upon closer inspection, it can be seen more 
as user involvement; this is not the same as co-
determination, as it focuses on very different 
questions: for instance, functionality and efficiency 
instead of impact or consequences for workers. At 
the same time, there are examples that employee 
representatives are cautious about their role in the 
reorganisation processes involving technology. A 
journalist working for one of the larger media groups 
talked about the current reorganisation process in 
their newsroom, in which a group of representatives 
from the newsroom were involved, but not the union: 

“We want to improve the programmes 
we work with. After all, we report 
when we think things are out of order, 
wrong, or the machines don’t interact 
with us as we expect. And I definitely 
think that since we became part of 
a large group, things have taken an 
awful lot longer. And to some extent, 
nothing happens.” (J3)

“Those who have tenders to buy new 
things, they are in a way open, they 
write on the intranet: ‘We will do this 
now, do you have input?’ And the last 
time we switched image systems, 
they also had someone from each 
editorial department that uses it who 
went to a focus session, and they 
asked, ‘What’s important to you

when we switch’, and we got to test it 
before we decided, so it’s very much 
a dialogue.” (J1)

“Employee representatives have not 
been members of that group. We 
haven’t wanted to be either, because 
you don’t want to put yourself in a 
situation where you’re potentially on 
both sides of a conflict. That you’ve 
made decisions and then have to 
represent members who may be 
affected by them.” (J5)
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There are therefore tensions between 
the Norwegian micromodel and new 
approaches to user and stakeholder 
participation, where the latter may blur 
or gloss over the fundamental power 
imbalance and conflicts of interests 
between different parties – and which 
may also speak to the aforementioned 
boundarylessness, individualisation and 
hybridisation within organisations, which 
also translates into blurring the roles of 
trade union representatives.

In a process where potential redundancies and 
relocation of staff become part or a consequence 
of the process, the employee representatives seem 
to be careful not to confuse their roles. Being part of 
a stakeholder or user group when introducing new 
technology can quickly become viewed as a form 
of legitimisation of this technology, and thus, may 
make it more difficult to challenge its consequences 
later on. There are therefore tensions between the 
Norwegian micromodel and new approaches to 
user and stakeholder participation, where the latter 
may blur or gloss over the fundamental power 
imbalance and conflicts of interests between 
different parties – and which may also speak to the 
aforementioned boundarylessness, individualisation 
and hybridisation within organisations, which also 
translates into blurring the roles of trade union 
representatives. 

4.2 The news media industry in Norway 
– towards a more profit-oriented sector

In the last decades, newsrooms worldwide have 
experienced disruption. News media outlets have 
closed, freedom of speech has come under threat, 
readership has diminished and journalists have been 
under increased pressure. What has been labelled 
“the media crisis” attests to the unsettled situation 
many in the news media industry found themselves 
in after the financial instability experienced in 2008, 
an economic, political and social crisis.127 This media 
crisis has been marked by massive losses in revenue 
for print journalism; high-tech-driven development 
(currently AI); new forms of distribution through, 
for instance, social media; global competition; new 

user habits and new media actors. Worldwide, the 
structures within which journalists operate have 
undergone fundamental changes, challenging 
the very core of news organisations’ traditional 
legitimacy, their economic base, and internal work 
structures nurtured by and nurturing an accelerated 
digital transition. 

Norway is not an exception when it comes to the 
global trends threatening the media system and 
democratic values as we know them. However, 
Norwegian news media are market reliant, yet 
publicly funded. They are operating in the field of a 
well-established media system with institutionalised 
self-regulation, strong protection of press freedom 
and a tech-savvy, news-reading population. There 
has been no decline in the number of news media 
in the last decades in Norway, in contrast with the 
global trend. The Norwegian news media industry 
is large in relation to the size of the country’s 
population, with 213 newspapers for a population 
of approximately 5.5 million. In comparison, 
Sweden has around 146 newspapers for 10 million 
people,128 and Denmark has 30 newspapers for 
5.7 million people.129 The Nordic model of welfare 
politics, including the special organisation of media 
and communication, is generally understood as a 
contributing factor to the stabilisation of the media 
landscape in Norway.130 

Market concerns are increasingly 
incorporated into journalistic practices 
through the use of metrics and data 
generated from readers (e.g., number of 
clicks, bounce rate, quick exit, reader time, 
and device and target group) to determine 
what stories to write, how to write them and 
when to publish in order to generate most 
‘engagement’, for example, digital traffic. 
This change speaks to the shift to a datafied 
or quantified epistemology, leading to a 
new form of management practice.

Traditionally, the relationship between the market and 
the state has been fundamental for the structures 
of the Norwegian news media industry: the Nordic 
media model is based on a balance between these 
two.131 The state is the legal entity regulating news 
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media through policy and financial support. However, 
the relationship cannot be too close for journalism 
to function as the fourth state power underpinned 
by the social contract with citizens tasking it to 
oversee the ruling powers and as a prerequisite 
for democracy. The market is the economic entity 
where news media find their consumers, compete 
and make a profit. However, to maintain its 
professional legitimacy, purely commercial news 
is not compatible with independent journalism. 
Currently, the distance between the state and the 
market is decreasing because of digitalisation and 
its ripple effects.132 State regulation in Norway is 
still considered necessary to safeguard the media 
from unfavourable market constraints: a sound 
financial basis can underpin editorial freedom 
because editors can take risks in their coverage 
without having to worry about the loss of advertising 
revenue or readers and subscribers. However, 
market concerns are increasingly incorporated into 
journalistic practices through the use of metrics and 
data generated from readers (e.g., number of clicks, 
bounce rate, quick exit, reader time, and device and 
target group) to determine what stories to write, 
how to write them and when to publish in order to 
generate most ‘engagement’, for example, digital 
traffic. This change speaks to the shift to a datafied 
or quantified epistemology, leading to a new form of 
management practice that was previously unheard 
of. Before, “we decided what was good news, not 
the readers”, as several editors only few years 
back put it.133 The commodification of news is an 
inevitable development in a more profit-oriented 
industry reliant on market demands. The metrics 
is thus a reflection of the business-oriented and 
profit-seeking functions of the organisation. The 
most traditional boundary that is core to journalism 
has been underpinned by the dictum of keeping 
the mercantile function at arm’s length,134 but this 
boundary has been increasingly blurry with data-
driven systems pervading news organisations. It is 
not only becoming impossible to keep it at arm’s 
length, but in practice – through the aforementioned 
infrastructural power – it governs the work of 
journalists, often in invisibilised ways, in line with the 
imperatives of profit. The impact of the COVID-19 
pandemic on journalism though remote working 
and increased online readership further triggered 

and accelerated the digital translation, and hence, 
a quantified epistemology,135 which has become 
progressively naturalised. 

The most traditional boundary that is core 
to journalism has been underpinned by the 
dictum of keeping the mercantile function 
at arm’s length, but this boundary has 
been increasingly blurry with data-driven 
systems pervading news organisations. It 
is not only becoming impossible to keep it 
at arm’s length, but in practice – through 
the aforementioned infrastructural 
power – it governs the work of journalists, 
often in invisibilised ways, in line with the 
imperatives of profit.

Traditionally, there have been two sources of 
income: subscription and advertisement. In the 
last decades, however, news media have become 
increasingly less attractive to advertisers. Global 
actors, such as Google and Facebook, have gained 
a firm footing in the Norwegian advertisement 
landscape. Advertisement revenues in printed 
newspapers have declined, a continuous year-on-
year decline, and income from the growth in digital 
platforms has not increased as fast as expected. In 
2020, however, digital revenues compensated for 
paper-format losses from Norwegian news media 
overall.136 Digital paywalls were first introduced 
around 2011 and are common for most Norwegian 
online newspapers after years of open access to all 
news content. Since 2008, the traditional financial 
models for news organisations have been under 
pressure; therefore, technology became seen as 
key to solving the financial problems and to “saving” 
the newspapers; a pervasive sense of urgency 
for technological development emerged around 
that time and continues to persist. Automated, 
computational and data-driven journalism have also 
gained a solid footing in journalism.137 Especially 
with the introduction of AI in recent years, news 
production, consumption and distribution have 
been altered.138 The technical advancements 
in AI, particularly complex AI models based on 
natural language processing and ML algorithms 
generating coherent and contextually relevant 
text, pose both opportunities and challenges for 
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journalism.139 Importantly, AI in journalism points 
us towards pressing questions regarding accuracy, 
potential biases, ethical implications and the 
overarching quality of journalistic content:140 from 
the shifting landscape of media production and 
the changing skill sets required for journalists to 
the potential impact on the public’s perception of 
news credibility and trustworthiness. Developing 
“AI literacy” is crucial, meaning building knowledge 
and perspectives about AI’s effects on journalism 
for the journalists themselves.141 This “intelligibility” 
issue is particularly crucial due to the risk of 
misjudgement and untrustworthiness.142 In the 
context of journalism, it is not so much the potential 
for AI to augment and replace human roles,143 but the 
journalistic authority in knowledge production144 that 
is at stake – the epistemic power in the newsrooms. 

AI in journalism points us towards pressing 
questions regarding accuracy, potential 
biases, ethical implications and the 
overarching quality of journalistic content: 
from the shifting landscape of media 
production and the changing skill sets 
required for journalists to the potential 
impact on the public’s perception of news 
credibility and trustworthiness. Developing 
“AI literacy” is crucial, meaning building 
knowledge and perspectives about AI’s 
effects on journalism for the journalists 
themselves.

Furthermore, in the last decades, the total number of 
personnel in news production has been decreasing 
dramatically; many traditional occupations were 
cast off as part of the downscaling, for instance, 
desk workers, dedicated proofreaders and 
photographers. Consequently, individual journalists 
have been over the past decades “flexibilised” 
and entrusted with delivering finished stories, 
hence becoming multiskilled. Since the 1990s, 
precarious digital journalists have become the norm 
in job adverts for journalists – as opposed to the 
permanent employment of journalists.145 The cultural 
and industry portrayals of the “multiskilled, flexible 
and fast-learning digital journalist” contribute to the 
expendability of journalists and the fears of not being 
“up to date” with technology, “being left behind” and 

“outdated”. Traditionally, the news media industry 
has been highly hierarchical, even in the Nordic 
egalitarian work environment. At the same time, the 
community sense of newsrooms’ news production 
has been notable through the collective production of 
the newspaper as a printed product.146 Digitalisation 
has influenced not only news production, but also the 
organisational culture towards the individualisation 
of work,147 which is further underscored by the digital 
performance management and analytics systems 
and the aforementioned fact that what used to be 
done in a team of specialised workers is now often 
done by one multiskilled individual.

Digitalisation has influenced not only news 
production, but also the organisational 
culture towards the individualisation of 
work, which is further underscored by the 
digital performance management and 
analytics systems and the aforementioned 
fact that what used to be done in a team 
of specialised workers is now often done by 
one multiskilled individual.

The digital domain’s, or more specifically the 
internet’s, easy means for both gaining information 
and for producing and publishing content, has 
generated new ways of performing journalism, 
which have led to the popular claim that “we are 
all journalists now”.148 In journalism studies, the 
traditional jurisdiction journalists have achieved 
by speaking “truth” about the world through 
their journalistic codes and norms of objectivity 
have largely been seen as being taken over by 
participatory forms of journalism.149 The occupation 
of the journalist is not protected in title, and it is not 
even fully regarded as a profession, according to the 
criteria found in sociological studies on professions; 
for example, knowledge monopoly, clear division of 
labour, strong professional education and research, 
strong professional organisations, and being 
ideology driven rather than economically driven.150 
Media scholars have regarded journalism as a semi-
profession and lately even as de-professionalised, as 
a consequence of the aforementioned developments 
and as the criteria for being a profession have been 
under threat for a long time.151 Additionally, it would 
be counter to freedom of expression to, for instance, 
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claim the exclusive right to express oneself in the 
media (i.e., knowledge monopoly). But it is precisely 
the traditional control of the information domain 
and flow that has been challenging journalism for 
decades.152 The question “what makes a journalist 
and journalism?”, or rather “who is a journalist?”, has 
been raised (often with worry), while the answer is 
no longer linked to being employed as one. With the 
introduction of AI, the question becomes even more 
pressing, as it speaks to issues of trustworthiness, 
information control, disinformation, foreign 
influence, destabilisation of knowledge production 
and more.153 Therefore, we also see new forms of 
securitisation of news media production at the same 
time as journalism finds itself in crisis – hence, the 
increased role of fact checkers, new technologies 
promising to detect AI-generated or manipulated 
content, and other modes of policing AI.154 

Therefore, we also see new forms of 
securitisation of news media production 
at the same time as journalism finds itself 
in crisis – hence, the increased role of fact 
checkers, new technologies promising 
to detect AI-generated or manipulated 
content, and other modes of policing AI.

The proliferation of fake news and deepfakes has 
also made the awareness and attention to ethical 
considerations critical. Even though the phenomena 
are not new, AI and digital publishing provide 
more efficient ways of spreading disinformation, 
representing a serious threat against democracy and 
trustworthiness.155 To support press freedom, as well 
as maintaining ethical guidelines, institutionalised 
self-regulation in Norway is, first of all, conducted 
through the Norwegian Media Authority, subordinate 
to the Ministry of Culture and Equality, regulating 
political goals of “media diversity and critical 
understanding of the media in the population.”156 
The Norwegian Press Association, comprising 
the Press Council, deals with public complaints 
concerning unethical press coverage, while also 
enforcing the detailed Codes of Ethics (founded in 
1936) that journalists are obliged to follow. The latter 
includes protection of sources, press freedom and 
responsibility, and rules for publishing journalistic 
content.157 Most news media and broadcasters in 

Norway adhere to codes and guidelines set out by 
these authorities. The Nordic countries have been at 
the top of the World Press Freedom Index ever since 
its launch in 2002 due to low levels of corruption 
and censorship and the high level of safety for 
journalists, as well as due to the aforementioned 
regulations.158 Norway has been ranked at the top of 
the ranking for the last eight years. In comparison, 
the corresponding rankings were 19 for the UK and 
29 for the USA in 2023, a step up from the rankings 
in 2020, where the UK was at 35 and the USA was 
at 45.

The Norwegian population generally has a high 
level of trust in news providers, considerable news 
interest and a willingness to pay for news – in 
comparison to other countries.159 In Norway in the 
last years, smartphones have been the number one 
device for news consumption, and newsrooms have 
adjusted accordingly with more use of video and 
moving imagery. Smartphones are also increasingly 
the main tool for journalists, in addition to metrics 
and data. On one hand, there is data generated from 
readers, on the other, journalists’ tasks are also tied 
to creating data by, for instance, marking, labelling 
and tagging stories for meta information for Google 
searches and other algorithms. 

Most Norwegian news media companies are using 
the same company for data analysis, a Norwegian-
based company called Kilkaya (Figure 4).160 
Technology companies that deliver comprehensive 
technological services, so-called software as a 
service (SaaS) to newsrooms are more and more 
common. These technologies are operating through 
the cloud, and no in-house servers or personnel 
are required, as maintenance and updating are 
provided by the supplier. Kilkaya has a monopoly in 
the Norwegian media market, with the NRK as their 
customer along with all larger media companies 
owning most news media in Norway (Schibsted, 
Polaris Media and Amedia).161 They also have large 
media companies in the Nordics and the rest of 
Europe. On their website, Kilkaya states:
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With the monopoly in the Norwegian media market 
and other European countries, Kilkaya is in a good 
position to define what data to analyse, how to 
do it, what information should be extracted and 
visualised, and how to act further upon these figures. 
Even though most larger media corporations have 
devoted departments with an increasing number of 
personnel and expertise to analyse these metrics, 
the actual technology in use and the narratives, 
insight and support that they sell is decisive for not 
only how it is utilised, but also the understanding 
and further implications of it for organisations. In the 
following, we describe how the use of data-driven 
journalism plays out and how it is experienced and 
understood in the news organisations in this study. 

“We understand the unique 
challenges you face, whether you’re 
trying to leverage videos, grow 
subscriptions, or optimize articles. 
That’s why our mission is to offer 
real-time analytics that are as 
flexible as you need them to be. Our 
customizable dashboards and diverse 
KPIs are designed to align with your 
specific goals, empowering you to 
make data-driven decisions without 
having to compromise your strategy. 
We believe that analytics tools should 
adapt to publishers, not the other way 
around.” 162

Figure 4. Screenshots from the Kilkaya website.  

https://www.kilkaya.com/
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4.3 Quantified epistemology: 
Work(place) governance by numbers, 
metrics and data

From a sound scepticism when first 
introduced into the newsrooms’ routines a 
few decades ago, these data are now not 
only no longer questioned but also given 
high epistemic value.

With the introduction of online publishing, metrics 
or data generated by reader behaviour on digital 
platforms are increasingly becoming part of 
journalists’ everyday work. From a sound scepticism 
when first introduced into the newsrooms’ routines 
a few decades ago, these data are now not only no 
longer questioned but also given high epistemic 
value. This manifests in the following statement: 
“Before we didn’t know. We didn’t really know what 
people liked to read about. It’s only now that we 
know. I think it’s been a shock for a lot of people to 
realise that” (J2).

Even though journalists talk about the 
metrics as both nuanced and comprehensive 
and straightforward and banal, most 
interestingly, they seem to be considered 
as objective and neutral – rather than as in 
need of interpretation or, as always, already 
subject to interpretation. As pointed out 
in this quote, many journalists express 
that “now we know” in comparison to the 
past, which is now reimagined as working 
blindfolded for the printed newspaper.

This quote from one of the journalists points to the 
trust in these numbers for providing a solid knowledge 
base for journalism, thus falling into a larger socio-
cultural phenomenon of “trust in numbers” and 
quantification.163 Even though journalists talk about 
the metrics as both nuanced and comprehensive 
and straightforward and banal, most interestingly, 
they seem to be considered as objective and neutral 
– rather than as in need of interpretation or, as 
always, already subject to interpretation. As pointed 
out in this quote, many journalists express that 
“now we know” in comparison to the past, which 
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is now reimagined as working blindfolded for the 
printed newspaper. This phenomenon, where one 
is increasingly “governed by numbers”164 (without 
necessarily questioning this form of governance), at 
the same time as trust in these numbers increases, 
has advanced in the last decades, as one journalist 
explains: 

This development has been going on for decades, 
forced through by economic instability, for example, 
loss in revenues and a comprehensive digitalisation 
of news work in which publications on digital 
platforms are the core focus. To retain readers, 
journalists acknowledge the value of reader-centric 
journalism:

Because of the professionalisation of 
analytical work, journalists express their 
trust in these analyses and correspondently 
turn towards and embrace the market-
oriented mindset embedded into this profit- 
and click-oriented analytics, while also 
regarding the data as speaking the “truth” 
(this correlation of data with knowledge as 
the source of truth unwittingly also likely 
impacts what speaking “truth” to power 
looks like in journalism itself today).

Because of the professionalisation of analytical 
work, journalists express their trust in these analyses 
and correspondently turn towards and embrace the 
market-oriented mindset embedded into this profit- 
and click-oriented analytics, while also regarding the 
data as speaking the “truth” (this correlation of data 
with knowledge as the source of truth unwittingly 
also likely impacts what speaking “truth” to power 
looks like in journalism itself today): 

“I just think the awareness that the 
number of clicks means interest, 
that awareness has increased from 
the beginning when we thought that 
the number of clicks was a very poor 
measuring device. In the beginning, 
we thought that good journalism was 
about something completely different 
than the number of clicks. It still 
is, there are many other things that 
matter, but if you don’t get clicks on 
your good journalism, something is 
missing. So, we’ve become better at 
using titles and angles and images 
to say that this is an interesting story 
that you should read. The fact that we 
count clicks has helped us to better 
understand what generates clicks 
and what makes our stories read.” 
(J2)

“If we want them with us, if we want 
them to subscribe to us, we have to 
write in a way that makes them want 
to read us. So, this has been forced 
upon us […]. It’s been a learning 
curve. It’s been a real learning curve 
in journalism.” (J5)

“Back then [paper edition], we had a 
sense of what people wanted to read. 
Now we can see what they click on, 
how far they read, when they skip the 
story, whether it’s women or men, 
we can find out so much about the 
readers now. This knowledge means
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From deciding, writing and disseminating news 
stories based on the journalistic profession – 
the skilled “hunch” learned by socialisation into 
journalism – the production of news today is 
infiltrated by metrics and an unquestioned reliance 
on numbers telling journalists not only what the 
audience wants to read, but also how the stories 
should be written, how to write click-worthy titles, 
what images to use or when to publish what. Firstly, 
the numbers indicate what to write about, as a 
journalist from local news pointed out: 

What the journalist touches upon here is 
how the metrics are also used for deciding 
how to write stories. For instance, the 
personalisation of stories, adding a more 
personal angle, is found to generate interest 
from readers.

What the journalist touches upon here is how the 
metrics are also used for deciding how to write 
stories. For instance, the personalisation of stories, 
adding a more personal angle, is found to generate 
interest from readers. The same goes for images: “If 
people look straight into the camera and smile, like 
that, the story will actually go better than if you see 
people from afar. It’s all about direct contact” (J3).

Journalists are increasingly guided in their everyday 
work by this “knowledge” of what works and how to 
craft their pieces to suit the data gaze and algorithmic 
logic. As one of the journalists expressed it: 

Metrics have also led to a segmentation of 
news pieces for different target groups, dividing 
the readers into categories of gender, age and 
geography. Journalistic work has always had the 
reader in mind, often personalised and pictured with 
a name and age (for instance, “Olga” aged 56, “Per” 
aged 35), but with the metrics it is directly visible if 
the stories are reaching their preferred audience: 

that we can also serve our customers 
and our readers in a better way than 
before. I’m pretty sure of that.” (J3)

“Our work is very numbers-focused. 
Which articles were the best? And 
then we try to categorise it. So-
called ‘talking points’ [in Norwegian: 
‘snakkiser’] go very well, like parking, 
ploughing and so on. In other words, 
things that people are concerned 
about. And the business section is 
doing very well. You can see that 
in all media reports. Sport is doing 
very badly unless they personalise 
it. If we take away the sporting attire 
and focus on things that people care 
about, they can read and recognise 
themselves. So, it’s actually a bit 
interesting in recent years, where 
we’ve turned what we thought people 
were interested in on its head.” (J2)

“I know that when I’m sitting in an 
interview, I’m waiting for that quote 
that I know will get so and so many 
readers. When that person has said 
that quote, then I know, yes, that’s it. 
It sounds terrible, but that’s how it 
is. I don’t think I’m the only one who 
does that.” (J2)
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The interviewed journalists also expressed 
that the focus on numbers created a goal-
orientated working environment, as the 
data analytics not only shapes the actual 
journalism but also translates into various 
forms of performance management and 
“quality” assessments.

The interviewed journalists also expressed that 
the focus on numbers created a goal-orientated 
working environment, as the data analytics not only 
shapes the actual journalism but also translates 
into various forms of performance management 
and “quality” assessments. This plays out a bit 
differently for larger news providers than for smaller 
local newspapers. For the latter, and for many local 
newspapers that are now part of larger media 
corporations, the threshold varies for how many 
clicks a story needs to be counted as a “good” story 
(e.g., 1,500, depending on the subscriber base for 
the newspaper) and how many stories are needed 
above the threshold to meet the daily goal. Clicks 
are only counted if the reader is in the story for ten 
seconds, which means that event-based journalism 
like accidents do not usually get counted. The 
news workers’ task is to meet these numbers first 
by writing stories they know will gain digital traffic, 
as described above, and consequently also by 
changing and variously altering and modifying the 
positions, titles and images on the front of their 

platforms to generate even more “clicks” on each 
already published story.

The news workers’ task is to meet these 
numbers first by writing stories they 
know will gain digital traffic, as described 
above, and consequently also by changing 
and variously altering and modifying the 
positions, titles and images on the front 
of their platforms to generate even more 
“clicks” on each already published story.

In larger newsrooms, journalists themselves are 
engaged in increasing the numbers: “I get a push 
notification when my articles are published. Then I 
sit and watch it all the time. If I see that it’s not going 
well enough, I’ll try to do something about it” (J1). 

Newspapers also test articles on audiences as they 
publish, a device that the technology provides for. 
For instance, they publish simultaneously up to six 
different images and titles – and then decide on 
which one to choose to eventually go with based on 
the version that has gained most clicks, reader time 
and so on during the first minutes on their platforms.

“The editorial management team 
presents readership figures for 
the various articles at the morning 
meeting every day. That’s our focus. 
And we then work to increase our 
readership figures. So, a great deal of 
emphasis is placed on which issues 
perform best in relation to these 
readership figures. We actively use 
them.” (J3)

“It’s seen as important that we know 
who reads us, because then it’s a bit 
like, who are we writing for? That’s 
the big question, isn’t it? Who are 
we really writing for? And what are 
they interested in. So, these figures 
and answers are used to develop 
our journalism. It’s not just about 
numbers and figures, it’s also a tool 
for us.” (J5)



77Algorithmic Governance and Co-determination in Norway

Companies like Kilkaya shape, in profound 
ways, and partially govern (1) news 
production itself; (2) what is understood 
as “quality” journalism; and (3) how both 
managers and journalists view “success” 
and satisfactory work performance. The 
likely most striking discovery here is that 
this mode of working, by subjection to 
the “data gaze”, is rarely, if ever, directly 
questioned by journalists now.

The metrics on the digital platforms have, 
consequently, become an integral part of everyday 
journalistic practice, motivating and driving 
journalists, shaping their news production, as well 
as being used for measuring their performance 
both by management and themselves as they 
become subjectivised by these numbers, metrics 
and data. In other words, companies like Kilkaya 
shape, in profound ways, and partially govern (1) 
news production itself; (2) what is understood as 

“quality” journalism; and (3) how both managers and 
journalists view “success” and satisfactory work 
performance. The likely most striking discovery here 
is that this mode of working, by subjection to the 
“data gaze”,165 is rarely, if ever, directly questioned 
by journalists now. One explanation may be simply 
that time pressures do not allow for the necessary 
reflexivity around data and vis-à-vis their own 
practice. Therefore, it is also not surprising that 
trade union representatives, too, largely do not 
question these technologies or conceive of them 
as first and foremost managerial tools; instead, 
they prefer to see these technologies as mere 
neutral “tools”, which they master, disavowing 
in the process the ways in which they are being 
subjected to and mastered by their algorithmic 
governance logic. Therefore, it comes as no surprise 
that they do not really feel compelled to negotiate 
their introduction to any large degree. This finding 
speaks to the naturalisation of the technology and 
of the quantified epistemology in the newsrooms. 
While this mode of algorithmic governance may not 
be a problem from the point of view of individual 
journalists or trade union representatives, it may be 
a problem for society. 

Therefore, it comes as no surprise that they 
do not really feel compelled to negotiate 
their introduction to any large degree. 
This finding speaks to the naturalisation 
of the technology and of the quantified 
epistemology in the newsrooms. While 
this mode of algorithmic governance may 
not be a problem from the point of view 
of individual journalists or trade union 
representatives, it may be a problem for 
society.

“As a reporter, you’re interested in the 
story going as well as possible. And 
that often involves a lot of fronting. 
Placement is one thing, but now it’s 
the actual fronting. We do a lot of 
testing. Different titles and images 
and so on. We have a tool for that. 
For example, for all the ‘plus’ articles 
[behind paywall] we add, we have 
created maybe five or six different 
frontings that all go out at the same 
time. And then we run a test and see 
which one performs best. There are 
lots of different variables you get 
[…]. It’s used very, very much. It’s the 
personnel at the front that apply it 
and control it. But in my department, 
we create the fronts ourselves to 
record.” (J4)
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4.4 Governance by numbers: Impacts on 
work environment and social mission

Despite the generally positive attitude towards 
data analytics and metrics, towards the end of our 
interviews and conversations with informants, and 
as more time was afforded to reflexivity around 
metrics, more (self-)critical statements emerged. 
This again speaks to the work of journalists under 
time pressures as well as to the speed at which one is 
expected to embrace technology and to the societal 
valorisation of data-driven insight, which reflects 
in the default statements about technological 
neutrality, objectivity, efficiency and trust.

Many journalists report on how the metrics 
govern not only their work performance, 
but also their inspiration and motivation for 
their work.

Many journalists report on how the metrics govern 
not only their work performance, but also their 
inspiration and motivation for their work. Some 
newsrooms use these figures to award the best 
articles once a month, for instance: “It is used to 
recognise the best stories of the month once a month, 
with three nominations and one winner, based on 
articles that score high on these parameters” (J4).

Some of the informants describe the number fixation 
as stressful and demotivating, as they themselves 
have little influence on this type of management, 
which they find has a great impact on their work 
environment. It is first in this context that we see 
critique and the need for qualitative nuance emerge: 

The employee representative interviewed here 
brought the concerns about the negative effects of 
focusing merely on numbers, following organisational 
restructuring, back to the editorial management, and 
some adjustments were consequently made in the 
meetings where articles were evaluated. Despite 
still using the same analytics, the trade union 
representative managed to influence the way one 
speaks about these numbers in the workplace:

“I realised it was actually personally 
a bit scary. I became a bit… I caught 
myself becoming a bit fixated on 
these numbers. Because in the 
meetings, it was like: who had been 
the best in class that day, right? Who 
had the best reading figures? So, I 
got a bit obsessed with that… a bit 
childish.” (J2)

“I feel that there’s also a bit of a 
bad atmosphere, a bit of a bad vibe. 
Actually, yes. So that’s why it’s 
incredibly important not to just focus 
on numbers and say, yes, she was 
good, he was good. I think that’s very 
negative, really. You need to talk more 
broadly about the articles. I feel that 
the atmosphere has improved a lot. 
It’s never been very bad, but I felt that 
it was a bit like that.” (J2)
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This story from one of the newsrooms tells us that 
solely quantified performance management can 
have negative effects, as employees might lose 
sight of the core mission of their work. As the main 
decisive management tool for their work, some 
report on this being all too decisive and having little 
understanding what data feeds into the various 
dashboards: 

This exemplifies the need for critical 
approaches to data and the development 
of epistemic capabilities; in the absence of 
these capabilities, it appears far too easy to 
go with the default – the recommendation 
and interpretation provided by the 
dashboard.

This exemplifies the need for critical approaches to 
data and the development of epistemic capabilities; 
in the absence of these capabilities, it appears far too 
easy to go with the default – the recommendation and 
interpretation provided by the dashboard. This also 
speaks to the limitations of the “human-in-the-loop” 
approaches, for the question will always be – human 
with what capabilities and with what competence 
and possibility, as well as guts to challenge an 
algorithmic decision? In practice, it often easier 
appears to agree with the analysis provided by the 
system, which appears to be grounded in neutral 
data, rather than taking responsibility for challenging 
and questioning it. 

Another troubling consequence of this form 
of governance by numbers, data analytics 
and metrics is that the journalistic social 
mission that all informants talk about as 
being important comes into conflict with 
the profit-oriented mission to generate 
clicks and engagement.

Another troubling consequence of this form of 
governance by numbers, data analytics and metrics 
is that the journalistic social mission that all 
informants talk about as being important comes into 
conflict with the profit-oriented mission to generate 
clicks and engagement. One of our informants 
describes this as being schizophrenic:

“It’s a happier environment, more 
people take part, so I actually think 
it’s been incredible. And more 
articles go better. So, I think this is a 
very clear correlation, actually. Too 
much focus on numbers can be very 
negative for both motivation and 
productivity. You can achieve the 
same results by talking about things, 
but without having the number in your 
eye all the time.” (J2)

“What can sometimes be a 
frustration, or a concern, is that we 
get so caught up in the things we 
measure. Sometimes it kinds of 
trumps what seems like common 
sense, or that makes sense, or what 
looks good, or what seems perfectly 
logical to do. You could say, but 
can’t we try to do that? And then get 
an answer: ‘Yes, no, we’ve tested it 
and doesn’t work’. For us, it’s quite 
cryptic. It can be difficult when you 
look at the front panel and realise 
what it’s about.” (J5) 



80 Algorithmic Governance and Co-determination in Norway

Despite this assessment, shared by others as 
well, there is little faith that local trade union 
representatives can actually do anything about 
it. Largely, challenging digital technologies is not 
perceived as part of their role. Furthermore, these 
issues, if considered, are typically seen as beyond 
their powers, and hence, something the trade union 
would need to address at the national level instead. 
But it is also unclear to many whether this is even 
something that the trade union at the national level 
should concern itself with or could do something 
about. And if so, they are unclear as to how both 
individuals and unions could even challenge the 
logic embedded into products such as Kilkaya. 
Paradoxically, most journalists have a very nuanced 
awareness about the protection of their sources, 
about privacy regulations and the use of images 
(e.g., one of our informants discussed at length 
rules pertaining to the use of images of children, 
about the use of metadata and digital protection 
of sensitive information, and about various other 
ethical concerns in journalism). However, when we 
asked whether they, as trade union representatives, 
consider the use of metadata and the data exhaust 
from their everyday work and its use by editors and 
management of both their work and themselves, 
as something to raise with the employer and 
management, the answer was largely no and that 
they have not really thought about their own privacy 
at work. Despite being very familiar with, for instance, 

GDPR, they just did not appear to think that this 
was also something that pertained to them. Often, 
they would just remark on their high level of trust 
in both technology and management, adding that 
maybe they were a little naive. Interestingly, while in 
the role as journalists they could see themselves as 
the strong part and their sources and informants as 
weaker part with rights and protections, in their role 
as workers, they appeared unable to see themselves 
as a weak part in need of protection in relation to the 
employer; this may suggest that strong professional 
identity prevented them from seeing themselves as 
both professionals and employees, suggesting – 
even in the case of the employed – an identification 
with the aforementioned “flexible multiskilled 
individual” with a degree of autonomy (even if often 
more imaginary than real). It may also be speculated 
that the professional codes of conduct, which 
position them as the party with power, vis-à-vis those 
they write about, contribute to making journalists 
somewhat blind to their own rights and vulnerability. 
Furthermore, the pressures and fast-paced nature 
of the work and concentration on producing news 
media likely again undermined the possibility for 
reflexivity about own practice. 

4.5 Securitisation of news production: 
Increasing focus on (cyber)security 
management 

Both physical and cybersecurity, even if 
introduced for a legitimate purpose, imply a 
high degree of monitoring and surveillance, 
while also potentially providing data on 
workers to management, as we have 
already seen in the case of finance. As one 
of our informants pointed out, app-based 
solutions for security awareness training 
were not only collecting data on workers, 
but also sharing this data with other workers 
to encourage – in a manner of gamification 
– uptake (even where it was expected you 
take all the obligatory courses).

We have also seen a proliferation of both physical 
and cybersecurity measures and developing 
security awareness. The public broadcaster NRK, 
for instance, has in the past years been issuing 

“It almost sounds like a title. The 
journalist in 2024: ‘Likes or social 
mission’ You’re split in the head. 
You become completely bipolar. You 
become a complete schizophrenic. 
That is the right expression, 
schizophrenic. ‘Thank you, I would 
like both’, like Winnie-the-Pooh 
said. There’s a schizophrenia out 
there in journalism that we’re now 
witnessing.” (J2)
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their own yearly NRK Threat Assessment,166 which, 
on one hand, mirrors the open intelligence products 
by national security and intelligence agencies, 
and on the other, also presents threats to its own 
organisation, thus serving a somewhat blurred 
function of informing the public at the same time 
as informing its own security management. The 
emergence of these threat assessments can be 
traced back to the Security Act,167 which imposes 
certain security compliance obligations onto critical 
infrastructure operators and public organisations, 
including NRK. And, of course, it can be traced back to 
the aforementioned increasing geopolitical tensions 
and the proliferation of disinformation campaigns, 
which have also resulted in new intermediaries – 
fact checkers. Fact checking appears to be largely 
outsourced to fact-checking companies: verification 
of videos, images and facts is provided as a service 
to both public and private news organisations, 
like for instance Faktisk, “a non-profit organisation 
and independent editorial office for fact-checking 
social debate and public discourse in Norway”.168 
Increased focus on security can be observed in both 
the public and private news organisations, as media 
organisations are subject to cyberattacks,169 various 
attempts at deception, fraud and manipulation, 
while journalists are subject to harassment online 
and more. More efforts have therefore been placed 
on enhancing both physical and digital security – 
from the introduction of new security procedures 
in the physical realm to red-team penetration 
testing, employee phishing tests and various 
security awareness courses, typically app based. 
Both physical and cybersecurity, even if introduced 
for a legitimate purpose, imply a high degree of 
monitoring and surveillance, while also potentially 
providing data on workers to management, as we 
have already seen in the case of finance. As one of 
our informants pointed out, app-based solutions for 
security awareness training were not only collecting 
data on workers, but also sharing this data with other 
workers to encourage – in a manner of gamification 
– uptake (even where it was expected you take all 
the obligatory courses). This came on top of a range 
of new physical security measures, creating further 
frustration in a time-pressed job: 

“And as if that wasn’t enough, we 
have an app where all learning is on 
the app. Fire safety and cybersecurity 
and everything. These are the kinds 
of courses you have to take in the 
app. And then you get a top list where 
you see who has completed and who 
has 100%. That’s right. And it’s so 
embarrassing. I can just show it to 
you. It’s completely… So, one day, I 
was going to a place with a colleague 
on one of the annual trips we go on. 
And then I said, now I’m just going 
to take everything, because I was so 
annoyed that I hadn’t done it. And it 
took from 8 o’clock in the morning 
until 3.40 pm before I had taken all 
the courses. And then I was at 100%. 
But that’s so much. So here I am at 
100%. And then you can see the top 
list in the entire department. You’re 
not allowed to refer to it, so I won’t 
read it out. But everyone can see who 
has done 0% and who has done what. 
And there you have both mandatory 
things, such as fire prevention and 
cybersecurity. Then you have the 
voluntary stuff, and then you have 
skills development such as photo and 
privacy courses and so on.” (J1)
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Gamified awareness training apps thus, 
in practice, also encourage individual 
benchmarking against colleagues, as well 
as “lateral surveillance”, where it is not 
only the management surveilling workers, 
but workers surveilling each other. While 
this app created frustration, it was again 
not considered as something negotiable 
from the position of the trade union. 
This attitude was even more pronounced 
across informants when it came to matters 
of security, as security was perceived 
as necessary, as a general good and as 
something to be entrusted to (cyber)security 
experts. Overall, we therefore see the high 
impact of digital technologies, analytics, 
metrics and other data-hungry apps, which 
are all used both for accomplishing work 
tasks and by management, without these 
being seen as something to really negotiate, 
unless the impacts become strongly felt by 
the workforce. Given that we speak of key 
knowledge producers upon whom society 
depends, the lack of reflexivity – and the 
structural undermining of organisational 
possibilities for this reflexivity – should 
trouble us.

Gamified awareness training apps thus, in practice, 
also encourage individual benchmarking against 
colleagues, as well as “lateral surveillance”, where 
it is not only the management surveilling workers, 
but workers surveilling each other.170 While this app 
created frustration, it was again not considered as 
something negotiable from the position of the trade 
union. This attitude was even more pronounced 
across informants when it came to matters of 
security, as security was perceived as necessary, as 
a general good and as something to be entrusted 
to (cyber)security experts. Overall, we therefore see 
the high impact of digital technologies, analytics, 
metrics and other data-hungry apps, which are all 
used both for accomplishing work tasks and by 
management, without these being seen as something 
to really negotiate, unless the impacts become 
strongly felt by the workforce. Given that we speak 
of key knowledge producers upon whom society 
depends, the lack of reflexivity – and the structural 

undermining of organisational possibilities for this 
reflexivity – should trouble us.



5. BRIEF FORESIGHT 
ANALYSIS
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Our case study has pointed to the deeper effects 
of algorithmic governance – in particular on how 
workers are known to employers through digital 
technologies, and to the asymmetric nature of this 
knowledge further empowering the employer, as 
well as the negative effects that spring from it, for 
both workers and society. We have pointed to both 
the trust and faith in data-driven insights and their 
pitfalls. In the age of AI, we will have to reckon with 
the fact that epistemic power and epistemic injustice, 
as well as the proliferation of disinformation, 
deepfakes, scams, fake and synthetic data, and so 
forth, will impact in profound ways on how we know 
the world – as well as how employers and managers 
relate to and come to know and conceive of workers. 

This will require not only developing critical 
awareness vis-à-vis data-driven insights, 
information, media and knowledge products 
– the building of epistemic competencies 
– but also new conceptualisations of 
what “epistemic rights”, and in particular 
“collective epistemic rights”, could mean 
in this changed AI-powered “reality”, 
where it will be increasingly more difficult 
to tell fact from fiction. Most informants 
emphasised the need for learning and 
competence building with regard to new 
technologies, which would also increase 
their confidence in addressing these 
issues, which are too often in the hands of 
experts and specialists. Challenging digital 
technologies and their impacts will require 
more specialised collective agreements at 
national, sector and company levels, and 
the collective right of action.

This will require not only developing critical 
awareness vis-à-vis data-driven insights, 
information, media and knowledge products – the 
building of epistemic competencies – but also new 
conceptualisations of what “epistemic rights”, and 

in particular “collective epistemic rights”, could 
mean in this changed AI-powered “reality”, where 
it will be increasingly more difficult to tell fact from 
fiction. Most informants emphasised the need for 
learning and competence building with regard to 
new technologies, which would also increase their 
confidence in addressing these issues, which are 
too often in the hands of experts and specialists. 
Challenging digital technologies and their impacts 
will require more specialised collective agreements 
at national, sector and company levels, and the 
collective right of action. 

Our case study has also pointed to the progressive 
securitisation of workplaces driven by increasing 
geopolitical tensions and conflicts; fears of industrial 
and foreign espionage; and the proliferation of 
cybercrime, scams, ransomware and more, now, too, 
increasingly AI powered. We see that employees are 
increasingly known to managers, not only through 
the data gaze to analyse their performance and 
emotional states, but also through the security gaze, 
as potential “insider threats”, as individuals with 
vulnerabilities that can be exploited by threat actors, 
or directly as potential, accidental or intentional 
threat actors. We anticipate that this securitisation 
of workplaces will only increase in the future and 
that the managerial data gaze will progressively 
merge even more closely with the security gaze; the 
increasing cooperation between large corporations 
and the security and intelligence agencies is likely 
to accelerate these developments.171 Acting in the 
name of security is known to override basic rights 
– from privacy to freedom of expression – resulting 
in discrimination and more. The securitisation of 
the workplace is also likely to negatively impact 
on co-operation and co-determination, limiting 
the possibilities for trade union representatives to 
negotiate the introduction of invasive digital tools 
and security practices.

5. BRIEF FORESIGHT ANALYSIS
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So far, there is very limited knowledge about 
the securitisation of the workplace, both 
in research and among our informants. 
Security is perceived as something best 
left to specialists, to the security and IT 
departments, and as good. In practice, 
however, we see security being integrated 
into platformised data-driven managerial 
systems, as well as into managerial 
practices, hence directly impacting workers. 
Trade unions and workers need to be alert 
and participate actively in the development 
of security policies and regulations in 
the workplace and those likely to impact 
workers.

So far, there is very limited knowledge about the 
securitisation of the workplace, both in research 
and among our informants. Security is perceived as 
something best left to specialists, to the security and 
IT departments, and as good. In practice, however, 
we see security being integrated into platformised 
data-driven managerial systems, as well as into 
managerial practices, hence directly impacting 
workers. Trade unions and workers need to be 
alert and participate actively in the development of 
security policies and regulations in the workplace 
and those likely to impact workers. 

Our case study has also pointed to the proliferation 
of new regulations. This massive increase in 
regulations, particularly palpable in finance, can be 
a double-edged sword for workers and trade union 
representatives. While some regulations are designed 
to protect the interests of workers and, for instance, 
limit data collection, other regulations demand more 
monitoring and reporting, thus resulting in more 
surveillance for regulatory compliance. The problem 
arises when the data collected for one purpose 
is used for another – here again, tapping into this 
data (as well as data from HR and performance 
management) for security purposes. We predict 
this is likely to become increasingly acceptable in 
the future, also in Norway; interoperability and data 
sharing are also likely to increase in the future as well 
as data exchange between private companies and 
state security agencies. We expect more regulations 
and laws to emerge, imposing more compliance, 

due diligence and reporting obligations in relation 
to (cyber)security, thus generating more intelligence 
for state security and intelligence actors. Privatised 
and organisational intelligence work relying on data 
analytics and human intelligence will – also driven by 
these regulations – likely become more integrated 
into everyday managerial practices, both online 
and offline. From the workers’ perspective, it is high 
time that trade unions and the labour movement 
pay attention to this progressive securitisation, its 
drivers and profit interests behind it, which include 
the powerful triangle of tech, consulting and security 
companies. 

Therefore, from a top-level perspective, it will 
be imperative to evaluate the consequences 
of these regulatory developments, in 
particular where they impact workers and 
where workers become subject to new 
security and intelligence practices, security 
products and software – for example, 
perpetual background checks, sentiment 
analysis, risk and prediction algorithms and 
platforms, and vulnerability and security 
awareness evaluations. At the company 
level, trade union representatives will need 
to acquire knowledge and confidence to 
question potentially excessive security 
measures, to preserve the trust-based 
nature of Norwegian workplaces.

Therefore, from a top-level perspective, it will be 
imperative to evaluate the consequences of these 
regulatory developments, in particular where 
they impact workers and where workers become 
subject to new security and intelligence practices, 
security products and software – for example, 
perpetual background checks, sentiment analysis, 
risk and prediction algorithms and platforms, and 
vulnerability and security awareness evaluations. 
At the company level, trade union representatives 
will need to acquire knowledge and confidence to 
question potentially excessive security measures, 
to preserve the trust-based nature of Norwegian 
workplaces. 
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Our case study has also revealed the lack of 
discussions – both at the company level and in 
Norwegian society at large – about the environmental 
costs and impacts of AI and other data-driven tools. 
This is particularly startling given the environmental 
costs of these technologies – from the extraction 
of critical minerals to toxic waste and enormous 
energy consumption. Despite this, the solution to 
almost all our problems is seen to be in more data 
and more technology. 

We wonder whether the fight for workers’ 
rights could find synergies with more 
progressive environmental movements 
willing to look beyond the mantra of more 
data and more tech as a solution to the 
current climate and environmental crisis. 
What if concerns about the environment 
could be aligned with data minimisation 
strategies and privacy protections?

We wonder whether the fight for workers’ rights could 
find synergies with more progressive environmental 
movements willing to look beyond the mantra of 
more data and more tech as a solution to the current 
climate and environmental crisis. What if concerns 
about the environment could be aligned with data 
minimisation strategies and privacy protections? 

We understand that our case study does not offer 
any easy answers or recommendations. This 
reflects the complex nature of the problem and 
the position of local trade union representatives 
facing this enormous complexity and power 
structures that stretch beyond the boundaries of 
their organisations, and which are, for the most 
part, indeed, beyond their control. At the same time, 
we see that awareness combined with institutional 
power at both the national and local levels can, in 
some cases, significantly impact the outcomes and 
mitigate negative consequences.



6. POLICY 
RECOMMENDATIONS
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6.1 Towards collective mechanisms for 
challenging algorithmic decisions and 
systems

Demanding transparency in algorithmic decision-
making alone is not sufficient; it should be instead 
seen as merely the first step towards algorithmic 
justice. The ability to challenge algorithmic 
decisions collectively; allocate responsibility; 
and hold management, tech companies and 
suppliers accountable is crucial. Trade unions 
should work towards developing national-level 
policies and company-level agreements mandating 
that employers provide clear, understandable 
explanations of how algorithms are used to manage 
workers; how and what (meta)data is collected; 
and how these technologies are used in decision-
making related to hiring, performance, security and 
other workplace evaluations (including workplace 
environment), promotions, downsizing processes, 
and terminations. Information about technologies 
used in the workplaces and agreements with 
suppliers should be readily available to trade 
union representatives, and they should also 
have a say in their negotiation. Workers should 
not only be informed about the criteria and data 
inputs that algorithms used in the workplace rely 
upon and process, but also empowered through 
these agreements and policies to challenge these 
decisions both individually and collectively if they are 
subject to unfair treatment, bias, abuse of personal 
data, function creep or if they repeatedly experience 
negative consequences –such as intensified work, 
as a result of algorithmic management, impacting 
their health negatively; increasing stress levels; 
eroding of work-life balance; diminishing job 
satisfaction; undermining professional judgement, 
autonomy and discretion; or decreasing morale. 
Policies should set clear limits on the extent and 
nature of algorithmic surveillance in the workplace. 
Collective mechanisms for challenging algorithmic 
outcomes should be established, alongside individual 

avenues for appeal and redress, ensuring that 
algorithmic systems are not merely transparent but 
also accountable to the workforce as a whole.

6.2 What can trade unions do? 

Trade unions, at both the national and company 
levels can advocate for organisational policies 
and regulations that enable collective challenges 
to algorithmic decisions and systems that impact 
work organisation and content. They can push 
for regulations that require employers to provide 
mechanisms through which groups of employees 
can contest algorithmic outcomes. By promoting 
collective rights to challenge algorithmic systems, 
trade unions can empower workers to participate 
collectively in shaping the ethical, responsible and 
equitable use of technology in their workplaces.

6.3 Taking a position on third parties 
and algorithmic accountability and 
responsibility

While there are numerous policy proposals that 
promote the introduction of regular audits and 
impact assessments of algorithmic systems by 
independent third parties or suppliers themselves 
to detect and mitigate algorithmic biases, risks 
and errors, it is questionable whether such (often 
highly technical) audits achieve these goals in 
practice, or whether they merely serve as audit and 
compliance techniques that protect the employer/
tech manufacturer and/or outsource responsibility 
to external experts. There is also growing concern 
that compliance is increasingly outsourced to 
automated reporting systems and RegTech. These 
systems often delegate ethical judgments that 
were intended to be made by accountable humans 
within organisations to potentially unaccountable 
machines. Therefore, instead of promoting 
overreliance on third-party audits and automated 
reporting systems, we suggest that trade unions 

6. POLICY RECOMMENDATIONS
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should instead work towards emphasising the 
independent responsibility of the employer and 
demanding alternative policies that hold employers 
accountable and responsible for the outcomes of 
algorithmic decisions and impact of algorithmic 
governance systems in the workplace; these policies 
should go beyond the rhetoric of the “human-in-the-
loop”. 

6.4 Balancing the epistemic power of 
the employer 

Our research has shown that employers often 
possess greater epistemic power than employees 
regarding algorithmic systems. To address this 
imbalance, policies should mandate that employers 
are subject to stricter disclosure regimes with regard 
to technologies used and data collected, including 
not merely the obligation to disclose but also to 
make this information easily understandable. In this 
particular case, the use of external experts could 
be advisable, provided it is funded by employer and 
it would ensure workers have access to unbiased 
and comprehensive information. Trade unions 
could, for instance, negotiate with employers to 
fund independent expert consultations that educate 
and inform workers about algorithmic systems. 
They could advocate for joint training programs 
that include representatives from trade unions, 
enhancing workers’ understanding and ability 
to participate effectively in discussions about 
algorithmic management and governance. Our 
research revealed both the need and desire for more 
knowledge about algorithmic management and 
governance; here, it would be advisable to promote 
joint training and knowledge building, where workers’ 
experiences with technologies are taken seriously

6.5 Worker co-determination and 
participation in shaping algorithmic 
management and governance 

Our research suggests that involving employees 
in the development and oversight of algorithmic 
systems can not only increase trust and acceptance, 
but also improve these technologies and 
mitigate negative consequences. Company-level 
agreements should mandate the inclusion of worker 

representatives in the design, implementation and 
review of algorithmic management tools – not 
solely as users, but as part of evaluating their risks 
and consequences for workers. This participation 
can ensure that the tools are designed with a better 
understanding of workplace realities and workers’ 
actual needs. Workers should not only be informed 
but also actively involved, listened to and have 
power over the implementation of technology. They 
should have a say in decision-making processes 
regarding the adoption, purchasing and use of new 
technologies. This could include veto power over 
certain implementations and the ability to propose 
alternatives that better serve the workforce.

6.6 Strengthening data privacy, 
protection and the collective rights of 
workers

Over the course of the past decade, numerous 
studies have shown that employees’ privacy is 
compromised by algorithmic management systems 
that collect and analyse vast amounts of personal 
data; as we have shown, this is further accelerated 
due to the progressive securitisation of workplaces. 
Trade unions should be able to oversee that 
employers adhere to regulations; that strict data 
protection standards are actually enforced; that data 
collection is limited to what is necessary for specific; 
legitimate purposes and that function creep is being 
actively thematised, hindered and mitigated. Trade 
unions should work towards making robust data 
protection a reality through collective agreements 
and provide support to workers in exercising their 
rights to access and control their personal data 
held by employers. However, trade unions should 
not be satisfied with individual data protection 
regulations; new strategies towards developing and 
enforcing collective data rights of workers should be 
developed. 

6.7 Recognition of technological change 
as organisational change

As the studies cited throughout this case study have 
shown, the implementation of new technologies 
leads to significant organisational changes that 
impact workers. Trade unions should work towards 
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creating awareness that technological change is 
organisational change and that purchases and 
the implementation of new technologies are not 
merely something to be decided by procurement 
departments, but something that workers should 
have a say in. Working towards this recognition would 
make it easier for local trade union representatives 
to make themselves heard in discussions about 
technology within the workplace, as well as to 
hold employers accountable and ensure workers’ 
concerns and interests are addressed. Trade unions 
should advocate for the inclusion of technology 
adoption and implementation in collective bargaining 
agreements. 

6.8 Emphasis on social and environmental 
responsibility

Both employers and trade unions have a social 
responsibility to consider the broader impact of 
new technology. As our research clearly shows, 
algorithmic management not only affects workers 
but has wider societal implications (e.g., reshaping 
news media). Trade unions should advocate for 
the ethical deployment of technology that benefits 
society as a whole, ensuring that technological 
progress does not come at the expense of social 
wellbeing and the environment. The environmental 
costs of big data and AI are now well-known.1872 In 
this respect, protecting workers’ data and working 
towards data minimisation can also have beneficial 
effects for the environment. Trade unions can 
advocate for policies that promote efficient data 
collection and storage practices within organisations, 
helping reduce energy consumption and the carbon 
footprint associated with maintaining extensive 
data centres and processing systems. 
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ABOUT FEPS-NORDIC
DIGITAL PROGRAMME:
ALGORITHMS AT THE WORKPLACE

FEPS, together with our Nordic partners, Tankesmedjan Tiden, Kalevi Sorsa Saatio, Tankesmien Agenda, 
CEVEA, Arbejderbevægelsens Erhvervsråd (ECLM), Friedrich-Ebert-Stiftung Nordics, Cooperation Committee 
of the Nordic Labour Movement (SAMAK), and with the support of Nordics Trade Unions, came together for 
a Digital Research Programme to investigate these developments and their effects.

Over a period of two years, we worked together on three different research strands: one on company case 
studies of algorithmic management, where workers’ performance is tracked and rated; another on online 
platforms, employment terms and algorithms; and research that led to this policy study on workers’ experience 
in algorithmic management from surveys. Below, you will find more information on two previous publications 
of the FEPS-Nordics Digital Programme.
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This policy study reflects on the complex interplay 
between technology and work, focusing on 
the impacts of algorithmic management (AM) 
techniques on workers’ rights, dignity, and well-
being. Drawing on preliminary findings from an 
ongoing study of FEPS in collaboration with Nordic-
based partners, the policy study highlights the 
complexities and contradictions of AM and the 
limitations of current policies and institutions in 
dealing with the fast-paced digital transformation. It 
emphasises the importance of worker agency and 
participation in the innovation process. 

It proposes the need to create socio-institutional 
frameworks to direct a pro-labour digital transition 
and institutionalise co-determination as a viable 
solution for workers to engage actively with 
incessant technical changes. It concludes with a 
forward-looking perspective, advocating for research 
methodologies and problem-solving approaches that 
cater to the needs of diverse working contexts. The 
purpose is to contribute to informed policymaking 
that ensures a fair, democratic, and humane work 
environment in the digital age. 

Read it at https://feps-europe.eu/publication/algo-
rithms-by-and-for-the-workers/

“Algorithms by and for the workers Towards a fair, democratic, and humane digitalisation of the workplace”

Bonn Juego, Tereza Østbø Kuldova, Gerard Rinse Oosterwijk, January 2024

https://feps-europe.eu/publication/algorithms-by-and-for-the-workers/
https://feps-europe.eu/publication/algorithms-by-and-for-the-workers/
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The integration of new technology in the workplace 
continues to spark intense debate. For years the de-
bate has centered on the fear that robots and com-
puters will displace human workers. Recently, the 
focus of the debate has shifted: rather than being 
replaced by computers, more and more employees 
find themselves managed by computers. Tasks that 
were once the domain of human managers are now 
performed by computer systems – a phenomenon 
known as ‘algorithmic management’.

The study is based on a large survey conducted 
among union members in the warehousing and cus-
tomer service/telemarketing sectors in Denmark, 
Sweden, Norway, and Finland. 

This use of algorithmic management has several 
adverse consequences for employees. Workers ex-
posed to algorithmic management experience less 
job autonomy, increased workloads, and heightened 
stress levels. Additionally, the study shows that al-
gorithmic management is associated with less trust 
between employees and management, lower levels 
of job motivation and satisfaction, and a heightened 
fear of losing your job. Importantly, the study shows 
that these adverse consequences are not unavoid-
able altogether. High levels of employee influence 
in the workplace and transparency of company de-
cisions significantly reduce the negative effects of 
algorithmic management. This is crucial insight for 
policymakers, unions, and others who want to en-
sure that the digitalization of work does not compro-
mise job quality and workers’ well-being.

Read it at https://feps-europe.eu/publication/com-
puter-in-command/

“Computer in command: Consequences of algorithmic management for workers”

Magnus Thorn Jensen, Gerard Rinse Oosterwijk & Asbjørn Sonne Nørgaard, June 2024

https://feps-europe.eu/publication/computer-in-command/
https://feps-europe.eu/publication/computer-in-command/
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Stadig flere oppgaver som før ble utført av ledere, 
kan nå overtas av kunstig intelligens. Algoritmestyrt 
ledelse innebærer at dataprogrammer eller algorit-
mer brukes for å utføre oppgaver og funksjoner som 
tradisjonelt utføres av ledere.  Algoritmestyrt ledelse 
introduseres gjerne med mål om å øke produktivi-
teten og sikre mer effektive ledelsesbeslutninger. 
Bruken av slike verktøy kan likevel innebære risiko 
og ha negative konsekvenser for ansatte.
Foundation for European Progressive Studies 
(FEPS) har gjennomført en stor spørreundersøkelse 
om algoritmestyrt ledelse blant fagforeningsmed-
lemmer i utvalgte sektorer i fire nordiske land: Dan-
mark, Sverige, Norge og Finland. Dette er den norske 
landrapporten, som oversetter og gjengir resulta-
tene fra av undersøkelsen, og setter den inn i en 
norsk kontekst.
Undersøkelsen viser at bruken av algoritmestyrt 
ledelse kan være forbundet med en rekke negative 
konsekvenser som redusert jobbautonomi, økt ar-
beidsmengde, redusert jobbsikkerhet, lavere tillit, 
redusert jobbtilfredshet og motivasjon og høyere 
stressnivå. 
Heldigvis er slike konsekvenser ikke uunngåelige. 
Forhold på arbeidsplassen ser ut til å ha spesiell 
betydning for om ansatte opplever negative kon-
sekvenser. 
I virksomheter der ansatte involveres og har innfly-
telse på arbeidsplassen rapporteres det i mindre 
grad om negative konsekvenser.  Ansatte som op-
pgir at de har betydelig innflytelse på viktige beslut-
ninger, opplever i langt mindre grad negative kon-
sekvenser av algoritmestyrt ledelse. 
For det andre ser forholdet mellom ansatte og ledere 
ut til å ha betydning. Der det rapporteres om stor 
åpenhet omkring lederbeslutninger, er også de neg-
ative konsekvensene langt mindre fremtredende, og 
i noen tilfeller helt fraværende. 

Read it at: https://feps-europe.eu/publication/com-
puter-in-command/

“NÅR SJEFEN BRUKER KUNSTIG INTELLIGENS: Hvilke konsekvenser algoritmestyrt ledelse har for ansatte”

Hilde Nagell, Oktober 2024

https://feps-europe.eu/publication/computer-in-command/
https://feps-europe.eu/publication/computer-in-command/
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Algorithmic management, utilising algorithms and 
artificial intelligence to oversee and direct workers, 
is increasingly shaping the landscape of European 
workplaces. While narratives of technology-
driven workplace transformation are alluring, the 
realities of increasingly automated and digitalised 
management present cause for concern. This 
policy study explores these impacts with a focus 
on the unique labour environments of the Nordic 
countries—Finland, Sweden, and Norway—where 
long-standing traditions of labour organisation 
intersect with rapidly advancing technologies.

Through detailed case studies across various 
sectors, including transport, retail, and finance, 
the report uncovers how these digital tools can 
exacerbate worker stress, diminish autonomy, and 
heighten job insecurity. However, it also identifies 
scenarios where meaningful worker participation 
and robust union involvement have mitigated these 
negative effects, showcasing the potential for more 
equitable outcomes.

The study highlights critical issues such as the 
erosion of worker rights, the increasing imbalance 
of power between labour and capital, and the 
pervasive nature of workplace surveillance. 
It provides targeted recommendations for EU 
policymakers, urging the implementation of stronger 
legal safeguards, greater transparency in algorithmic 
processes, and enhanced roles for trade unions in 
shaping the digital transformation.

Read it at https://feps-europe.eu/publication/
algorithmic-management-in-traditional-workplaces/
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